Feature point detection in blurred images
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Abstract: Feature point (FP) detection is an important pre-processing step in image registration, data fusion, object recognition and in many other tasks. This paper deals with multiframe FP detection, i.e. detection in two or more images of the same scene which are supposed to be blurred, noisy, rotated and shifted with respect to each other. We present a new method invariant under rotation that can handle differently blurred images. Thanks to this, the point sets extracted from different frames have relatively high number of common elements. This property is highly desirable for further multiframe processing. The performance of the method is demonstrated experimentally on satellite images.
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1 Introduction

Detection of feature points (FP) is an important step in image processing and computer vision. It provides input information for operations as image registration, image fusion and object recognition. By feature points we understand the points that are easy to identify in the image, such as corners, line intersections, T-junctions, etc. In this paper, we address a multiframe version of this problem: having two or more images of the same scene, the aim is to detect feature points in each of them. Multiframe FP detection methods must fulfill the condition of repeatability. This property means that the results shouldn’t be affected by imaging geometry, radiometric conditions and by additive noise and that the sets of points detected in all frames should be identical. Since the last requirement is not realistic in practice, "maximum overlap" is usually required instead of identity.

In this paper we assume that the individual frames may be rotated and shifted with respect one another, degraded by a linear shift-invariant blur, corrupted by additive random noise and they may have different contrast. Our primary motivation comes from the area of remote sensing, where the registration of images with such kinds of distortions is a very frequent task. Having the FP detection method which works on differently distorted frames and which yields high repetition rate is a fundamental requirement.
2 Present state-of-the-art

Numerous methods for single-frame feature point detection in gray-level images have been published in last two decades. Most of them are known as corner detectors. A survey of basic methods and comparison of their localization properties can be found in [1]. Large group of corner detectors finds local extremas of operators, consisting of first and second order partial derivatives of the image \( f(x,y) \). Kitchen and Rosenfeld's [2]

\[
K(x,y) = \frac{f_x^2 f_{yy} - 2 f_x f_y f_{xy} + f_y^2 f_{xx}}{f_x^2 + f_y^2},
\]

which corresponds to the curvature of a plane curve perpendicular to the gradient of the image function, is the representative of such corner detectors. Corner detectors from Brunström et al. [3], Zuniga and Haralick [4], Beaudet [5] and Dreschler and Nagel [6] are other examples of detectors, using first and second order partial derivatives.

Unlike the above mentioned methods, the corner detector proposed by Förstner [7] uses first-order derivatives only. Here corners are determined as local maxima of

\[
F(x,y) = \frac{f_x^2 f_y^2 - (f_x f_y)^2}{f_x^2 + f_y^2}
\]

where bars denote mean values over some neighborhood of \((x,y)\). Harris method works with the local minima of \(1/F(x,y)\). In several comparative studies (see [8] for instance), Harris detector was evaluated as the best corner detector although it is relatively time-consuming. Most FP detection methods can be used in the multiframe case too, but their repeatability is not sufficient in the case of blurred frames.

3 Description of the proposed method

Our newly proposed method for the detection of feature points uses a parameter approach to handle differently distorted images. Points, which belong to two edges with an angle from the interval \(\pi/2 - d_a, \pi/2 + d_a\) \(d_a\) is user defined parameter) in between regardless of its orientation are understood here as feature points. The described method is based on this definition.

Information about the number of edges passing through each pixel and about the angle between them is acquired from the number and distribution of local sign changes in the difference between the image function and its local mean values (see (5)).

However, the list of candidates thus produced (Step 5 of the algorithm) usually contains also some undesirable points: points that are not corners but which are close to a straight line and also points which are true corners but with a small variation in gray levels. At first, points closer to a straight line than given threshold are eliminated and then the final choice of the best FP from the list of candidates is done by maximizing the weight function \(W\) (4), which quantifies the "significance" of each point. In this way we eliminate false candidates. Furthermore, the requirement not to yield two FP closer to each other than a user-defined distance is incorporated. Finally, the algorithm will produce a user requested number of extracted FP which satisfy the criteria above and maximize the weight function. More formally, the proposed method is described in the following algorithm.

Algorithm Find_FP

1. Inputs:
   \(f\) – the image of the size \(N \times N\) in which FP should be detected.
   \(N_F\) – the desired number of feature points.
   \(M\) – the radius of the neighborhood for the mean value computation.
   \(r\) – the radius of the neighborhood for computing sign changes.
   \(d_a\) – determines the interval, where the angle between FP candidate’s edges has to be from.
   \(s\) – the minimum allowed distance between FP candidate and a straight line.
$d_s$ – the maximum allowed curvature divergence for straight line candidates.
$t$ – the minimum allowed distance between two feature points.

2. Initialize $C$ – zero matrix of the size $N \times N$.

3. Calculate function $g$ of local mean values of $f$

$$g(i, j) = \frac{1}{\pi M^2} \sum_{\Omega_{i,j,M}} f(k,l),$$

where $\Omega_{i,j,M}$ denotes a circular neighborhood of $(i, j)$ of the radius $M$.

4. Calculate the weight function of local variations:

$$W(i, j) = \sum_{\Omega_{i,j,M}} (f(k,l) - g(i,j))^2.$$  

5. Detection of FP candidates:

FOR $i = r + 1$ TO $N - r$
FOR $j = r + 1$ TO $N - r$

Construct one pixel thick closed digital circle $R$ of radius $r$ centered at $(i,j)$:

$$R = \{(i_1,j_1), \ldots, (i_k,j_k)\}$$

where $i_1 = i$ and $j_1 = j + r$ and next points follow in the clockwise order.

Calculate the number of sign changes $N_{sc}(i,j)$ in the sequence

$$f(i_1,j_1) - g(i,j), \ldots, f(i_k,j_k) - g(i,j), f(i_1,j_1) - g(i,j)$$

IF $N_{sc}(i,j) = 2$ THEN

Denote the positions of the sign changes as $(i_a,j_a)$ and $(i_b,j_b)$, respectively.

Calculate

$$\alpha_{i,j} = \text{angle}((i_a,j_a),(i,j),(i_b,j_b)).$$

IF $|\alpha_{i,j} - \pi/2| < d_s$ THEN $C(i,j) = 1$
END_IF
END_IF
END_FOR
END_FOR

6. Elimination of false candidates:

FOR each pixel $(i,j)$ where $C(i,j) = 1$

IF exists pixel $(i_f,j_f)$ such that the distance of which from $(i,j)$ is less than $s$, $N_{sc}(i_f,j_f) = 2$ and $|\alpha_{i_f,j_f} - \pi| < d_s$ THEN $C(i,j) = 0$
END_IF
END_FOR

7. Selecting feature points:

FOR $m = 1$ TO $N_{FP}$

Find point $(i_0,j_0)$ as

$$(i_0,j_0) = \arg \max_{i,j:C(i,j)-1} W(i,j).$$

Set $P_m = (i_0,j_0)$.

For each point $(i,j)$ the distance of which from $(i_0,j_0)$ is less than $t$ set $W(i,j) = 0$.
END_FOR
The resulting sequence $P_1, \cdots, P_{N_{FP}}$ contains the coordinates of the detected feature points.

The role of the weight function can be explained as follows. If the candidate is a corner with low contrast between the adjacent regions, its value of $W$ is small. In the case of ideal corner $W$ is high.

During the FP detection several user-defined parameters are used. They allow handling differently blurred and corrupted images, as it is demonstrated in the next Section. This variability is an important feature of the proposed method.

4 Numerical experiments

In this Section, practical capabilities of the proposed FP detection method are demonstrated and a comparison with the classical techniques [2] and [7] is shown. Since the intended major application area is the area of remote sensing, the experiments are performed on satellite images.

A subscene covering the landscape near Prague (Czech capital city) of the size $180 \times 180$ pixels was extracted from the SPOT image of the central part of the Czech Republic. This subscene was rotated several times by angles from $\pi/36$ to $\pi/4$ and/or blurred by convolving with square masks of various sizes to simulate degraded multiframe acquisition.

30 feature points were detected in each frame by three different methods: Kitchen and Rosenfeld’s, Harris’ and ours. In each case we calculated the success rate $Q$ that is defined as the number of identical FP detected both in the original and in the degraded/rotated frame. Two FP were assumed to be identical if their positions in both images differ from each other at most by two pixels in each direction.

<table>
<thead>
<tr>
<th>Frame</th>
<th>K + R</th>
<th>Harris</th>
<th>Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blur</td>
<td>Rotation</td>
<td>$Q$</td>
<td>$h$</td>
</tr>
<tr>
<td>3 x 3</td>
<td>-</td>
<td>11</td>
<td>23</td>
</tr>
<tr>
<td>5 x 5</td>
<td>-</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>7 x 7</td>
<td>-</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>9 x 9</td>
<td>-</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>-</td>
<td>$\pi/8$</td>
<td>17</td>
<td>24</td>
</tr>
<tr>
<td>3 x 3</td>
<td>$\pi/8$</td>
<td>13</td>
<td>23</td>
</tr>
<tr>
<td>5 x 5</td>
<td>$\pi/8$</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>7 x 7</td>
<td>$\pi/8$</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td>7 x 7</td>
<td>$\pi/4$</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>9 x 9</td>
<td>$\pi/36$</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>9 x 9</td>
<td>2$\pi/36$</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>9 x 9</td>
<td>4$\pi/36$</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>9 x 9</td>
<td>5$\pi/36$</td>
<td>3</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 1: The results of the FP detection. From left to right: the size of the blurring filter, the rotation angle, the success rate of Kitchen and Rosenfeld’s method, the success rate of Harris’ method, $h$ – the radius of the neighborhood for calculating the mean values of the derivatives, the success rate of our method, $M$ – the radius of the neighborhood for the mean value computation, $r$ – the radius of the circle for sign changes analysis, $I$ – the interval, where the angle between FP candidate’s edges has to be from.

The results of the experiment are summarized in Table 1. In the first two columns the size of the blurring filter and the angle of rotation is specified for each frame. In the third and fourth columns one can see the success rate achieved by Kitchen and Rosenfeld’s and Harris’ methods, respectively. The parameter in the fifth column stands for the radius of the neighborhood over which the mean values of the derivatives used in (2) were calculated from. The last four columns present the results achieved by our method:
Figure 1: Detection of feature points in two different frames of the same scene: in the original (left) and in the image blurred by $9 \times 9$ averaging mask and rotated by $\pi/9$. The feature points were detected by the Kitchen and Rosenfeld's method (top), the Harris' method (middle) and by our method (bottom).
the success rate $Q$ and the values of parameters $M$ (the radius of the neighborhood for mean value computation), $r$ (the radius of the circle for sign changes analysis) and $I$ (the interval, where the angle between FP candidate’s edges has to be from), respectively. In each individual case, the parameter values listed in Table 1 in Harris’ as well as in our method were selected to yield the best success rate.

In Fig. 1, one can see what feature points were detected by each method. On the left-hand side is the original, on the right-hand side is the image blurred by $9 \times 9$ averaging mask and rotated by $\pi/9$. The feature points were detected by Kitchen and Rosenfeld’s method (top), Harris’ method (middle) and our method (bottom). This figure shows the situation corresponding to the last but one row of Table 1.

Analyzing the results of this experiment, we can make the following claims.

- In the case of heavy blur and small rotation our method outperforms the others.
- If the blur is not significant and the rotation angle is about $\pi/4$, then the Harris’ method becomes better than ours.
- In all other cases, Harris’ and our methods are quite comparable.
- Kitchen and Rosenfeld’s algorithm gives the worse success rate in all cases.
- Computational cost of our method is much lower than that of Harris’ method. In all tested examples, our algorithm worked 8 – 10 times faster.

5 Conclusion

In this paper we proposed a novel method for detection of feature points – corners with high local contrast. The method works in two stages: all possible candidates are found first and then the desirable number of resulting feature points is selected among them by maximizing the weight function.

Although the method can be applied to any image, it is particularly devoted to FP detection in blurred images because it provides high consistency. We compared the performance of the method with two classical corner detectors. The number of identical points detected in different frames of the same scene served as a success rate. Our method was shown to be superior if at least one of the frames is heavily blurred and to be comparable with Harris’ detector in most other cases except negligible or small blur and big rotation. Moreover, our method is much more computationally efficient.
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