Modelling the Grid-like Encoding of Visual Space in Primates.
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Abstract: Several regions of the mammalian brain contain neurons that exhibit grid-like firing patterns. The most prominent example of such neurons are grid cells in the entorhinal cortex (EC) whose activity correlates with the animal’s location. Correspondingly, contemporary models of grid cells interpret this firing behavior as a specialized, functional part within a system for orientation and navigation. However, Killian et al. report on neurons in the primate EC that show similar, grid-like firing patterns but encode gaze-positions in the field of view instead of locations in the environment. We hypothesized that the phenomenon of grid-like firing patterns may not be restricted to navigational tasks and may be related to a more general, underlying information processing scheme. To explore this idea, we developed a grid cell model based on the recursive growing neural gas (RGNG) algorithm that expresses this notion. Here we show that our grid cell model can – in contrast to established grid cell models – also describe the observations of Killian et al. and we outline the general conditions under which we would expect neurons to exhibit grid-like activity patterns in response to input signals independent of a presumed, functional task of the neurons.

1 INTRODUCTION

Within the last decade neurons with grid-like firing patterns were identified in several regions of the mammalian brain. Among these the so-called grid cells are most prominent. Their firing pattern correlates with the animal’s location resulting in a periodic, triangular lattice of firing fields that cover the animal’s environment. Grid cells were first discovered in the entorhinal cortex of rats (Fyhn et al., 2004; Hafting et al., 2005), and could later be shown to exist in mice (Domnisoru et al., 2013), bats (Yartsev et al., 2011), and humans (Jacobs et al., 2013) as well. Besides the entorhinal cortex (rats, mice, bats, humans), grid cells were also found in the pre- and parahippocampus (rats) (Boccara et al., 2010), and the hippocampus, parahippocampal gyrus, amygdala, cingulate cortex, and frontal cortex (humans) (Jacobs et al., 2013) albeit in low numbers. In all reported cases the observed firing patterns correlated with the animal’s location. However, Killian et al. (Killian et al., 2012) observed neurons with grid-like firing patterns in the entorhinal cortex of primates that show a different behavior. Instead of encoding positions in physical space the observed neurons encoded the visual space of the animal with a grid-like pattern, i.e., the activity of the neurons correlated with gaze-positions in the animal’s field of view.

These observations suggest that grid-like neuronal activity may be a phenomenon that is more widespread and may represent a more general form of information processing as assumed so far. Existing computational models of grid cells (Moser and Moser, 2008; Welinder et al., 2008; Giocomo et al., 2011; Barry and Burgess, 2014; Burak, 2014; Moser et al., 2014) are based on priors that restrict their applicability to the domain of path integration and navigation. Thus, to explore the hypothesis stated above we developed a novel computational model based on the recursive growing neural gas (RGNG) algorithm that describes the behavior of neurons with grid-like activities without relying on priors that would restrict the model to a single domain (Kerdels and Peters, 2013; Kerdels and Peters, 2015b; Kerdels, 2016). Here we show that our model is able to describe not only typical grid cells but also cells with similar grid-like firing patterns that operate in different domains like the neurons observed by Killian et al. (Killian et al., 2012). The next section summarizes our RGNG-based model and outlines the general conditions under which the model’s neurons exhibit grid-like firing patterns. Based on these conditions, a possible input sig-
nal that may underlie the phenomena reported by Kil-lian et al. is described in section 3. Simulation results demonstrating that such a signal can indeed cause the observed grid-like firing patterns are presented in section 4. Finally, conclusions reflecting on the results are given in section 5.

2 GRID CELL MODEL

The majority of conventional grid cell models rely on mechanisms that directly integrate information on the velocity and direction of an animal into a periodic representation of the animal’s location (Kerdels, 2016). As a consequence, the particular models do not generalize well, i.e., they can not be used to describe or investigate the behavior of neurons that receive other kinds of input signals but may also exhibit grid-like firing patterns. In contrast, the RGNG-based model does not rely on specific types of information as input. It describes the general behavior of a group of neurons in response to inputs from arbitrary input spaces.

The main hypothesis of our RGNG-based model is that the behavior observed in grid cells is just one instance of a more general information processing scheme. In this scheme each cell in a group of neurons tries to learn the structure of its entire input space while being in competition with its peers. Learning the input space structure is modelled on a per-cell level with a growing neural gas – an unsupervised learning algorithm that approximates the input cell level with a growing neural gas – an unsuper-
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2.1 Recursive Growing Neural Gas

The recursive growing neural gas (RGNG) has essentially the same structure as a regular GNG. Like a

GNG an RGNG $g$ can be described by a tuple:\footnote{The notation $g_{\alpha}$ is used to reference the element $\alpha$ within the tuple.}

$$g := (U, C, \theta) \in G,$$

with a set $U$ of units, a set $C$ of edges, and a set $\theta$ of parameters. Each unit $u$ is described by a tuple:

$$u := (w, e) \in U, \quad w \in W := \mathbb{R}^n \cup G, \quad e \in \mathbb{R},$$

with the prototype $w$, and the accumulated error $e$. Note that in contrast to the regular GNG the prototype $w$ of an RGNG unit can either be a $n$-dimensional vector or another RGNG. Each edge $e$ is described by a tuple:

$$e := (V, t) \in C, \quad V \subseteq U \land |V| = 2, \quad t \in \mathbb{N},$$

with the units $v \in V$ connected by the edge and the age $t$ of the edge. The direct neighborhood $E_u$ of a unit $u \in U$ is defined as:

$$E_u := \{k \mid \exists (V, t) \in C, V = \{u, k\}, \quad t \in \mathbb{N}\}.$$  

The set $\theta$ of parameters consists of:

$$\theta := (\epsilon, e, \alpha, \lambda, \tau, \alpha, \beta, M).$$

Compared to the regular GNG the set of parameters has grown by $\epsilon, e, \alpha$, and $\lambda, \tau, \alpha, \beta, M$. The former parameter is a third learning rate used in the adaptation function $A$ (see below). The latter parameter is the maximum number of units in an RGNG. This number refers only to the number of “direct” units in a particular RGNG and does not include potential units present in RGNGs that are prototypes of these direct units.

Like its structure the behavior of the RGNG is basically identical to that of a regular GNG. However, since the prototypes of the units can either be vectors or RGNGs themselves, the behavior is now defined by four functions. The distance function

$$D(x, y) : W \times W \rightarrow \mathbb{R}$$

determines the distance either between two vectors, two RGNGs, or a vector and an RGNG. The interpolation function

$$I(x, y) : (\mathbb{R}^n \times \mathbb{R}^n) \cup (G \times G) \rightarrow W$$

generates a new vector or new RGNG by interpolating between two vectors or two RGNGs, respectively. The adaptation function

$$A(x, \xi, r) : W \times \mathbb{R}^n \times \mathbb{R} \rightarrow W$$

adapts either a vector or RGNG towards the input vector $\xi$ by a given fraction $r$. Finally, the input function

$$F(g, \xi) : G \times \mathbb{R}^n \rightarrow G \times \mathbb{R}$$

feeds an input vector $\xi$ into the RGNG $g$ and returns the modified RGNG as well as the distance between $\xi$ and the best matching unit (BMU, see below) of $g$. The input function $F$ contains the core of the RGNG’s behavior and utilizes the other three functions, but is also used, in turn, by those functions introducing several recursive paths to the program flow.
$F(g, \xi)$: The input function $F$ is a generalized version of the original GNG algorithm that facilitates the use of prototypes other than vectors. In particular, it allows to use RGNGs themselves as prototypes resulting in a recursive structure. An input $\xi \in \mathbb{R}^n$ to the RGNG $g$ is processed by the input function $F$ as follows:

- Find the two units $s_1$ and $s_2$ with the smallest distance to the input $\xi$ according to the distance function $D$:
  
  $s_1 := \arg\min_{u \in gU} D(u, \xi)$,
  
  $s_2 := \arg\min_{u \in gU \setminus \{s_1\}} D(u, \xi)$.

- Increment the age of all edges connected to $s_1$:
  
  $\Delta c \leftarrow 1, \quad c \in gC \land s_1 \in cV$.

- If no edge between $s_1$ and $s_2$ exists, create one:
  
  $gC \leftarrow gC \cup \{(s_1, s_2), 0\}$.

- Reset the age of the edge between $s_1$ and $s_2$ to zero:
  
  $c \leftarrow 0, \quad c \in gC \land s_1, s_2 \in cV$.

- Add the squared distance between $\xi$ and the prototype of $s_1$ to the accumulated error of $s_1$:
  
  $\Delta x_{1} e = D(s_1, w, \xi)^2$.

- Adapt the prototype of $s_1$ and all prototypes of its direct neighbors:
  
  $s_1 w \leftarrow A(s_1, w, \xi, g, \theta, e_{s_1})$,
  
  $s_n w \leftarrow A(s_n, w, \xi, g, \theta, e_{s_n}), \quad \forall s_n \in E_{s_1}$.

- Remove all edges with an age above a given threshold $\tau$ and remove all units that no longer have any edges connected to them:
  
  $gC \leftarrow gC \setminus \{c | c \in gC \land c \in gC \land c > g, \theta, \tau\}$,
  
  $gU \leftarrow gU \setminus \{u | u \in gU \land E_u = \emptyset\}$.

- If an integer-multiple of $g, \theta, \lambda$, inputs was presented to the RGNG $g$ and $|gU| < g, \theta, M$, add a new unit $u$. The new unit is inserted “between” the unit $j$ with the largest accumulated error and the unit $k$ with the largest accumulated error among the direct neighbors of $j$. Thus, the prototype $u, w$ of the new unit is initialized as:
  
  $u, w := I(j, w, k, w), \quad j = \arg\max_{i \in gU} (i, e), \quad k = \arg\max_{i \in gU} (i, e)$.

The accumulated errors of units $j$ and $k$ are decreased and the accumulated error $u, e$ of the new unit is set to the decreased accumulated error of unit $j$:

$\Delta j, e = -g, \theta, 1, e, \Delta k, e = -g, \theta, k, e, \quad u, e := j, e$.

- Finally, decrease the accumulated error of all units:

  $\Delta u, e = -g, \theta, \beta, u, e, \quad \forall u \in gU$.

The function $F$ returns the tuple $(g, d_{min})$ containing the now updated RGNG $g$ and the distance $d_{min} := D(s_1, w, \xi)$ between the prototype of unit $s_1$ and input $\xi$. Note that in contrast to the regular GNG there is no stopping criterion any more, i.e., the RGNG operates explicitly in an online fashion by continuously integrating new inputs. To prevent unbounded growth of the RGNG the maximum number of units $\theta, M$ was introduced to the set of parameters.

$D(x, y)$: The distance function $D$ determines the distance between two prototypes $x$ and $y$. The calculation of the actual distance depends on whether $x$ and $y$ are both vectors, a combination of vector and RGNG, or both RGNGs:

$D(x, y) := \begin{cases} 
D_{RR}(x, y) & \text{if } x, y \in \mathbb{R}^n, \\
D_{GR}(x, y) & \text{if } x \in G \land y \in \mathbb{R}^n, \\
D_{RG}(x, y) & \text{if } x \in \mathbb{R}^n \land y \in G, \\
D_{GG}(x, y) & \text{if } x, y \in G.
\end{cases}$

In case the arguments of $D$ are both vectors, the Minkowski distance is used:

$D_{RR}(x, y) := (\sum_{i=1}^{n} |x_i - y_i|^p)^{\frac{1}{p}}$, \quad $x = (x_1, \ldots, x_n)$, \quad $y = (y_1, \ldots, y_n)$, \quad $p \in \mathbb{N}$.

Using the Minkowski distance instead of the Euclidean distance allows to adjust the distance measure with respect to certain types of inputs via the parameter $p$. For example, setting $p$ to higher values results in an emphasis of large changes in individual dimensions of the input vector versus changes that are distributed over many dimensions (Kerdels and Peters, 2015a). However, in the case of modeling the behavior of grid cells the parameter is set to a fixed value of 2 which makes the Minkowski distance equivalent to the Euclidean distance. The latter is required in this context as only the Euclidean distance allows the GNG to form an induced Delaunay triangulation of its input space.
In case the arguments of $D$ are a combination of vector and RGNG, the vector is fed into the RGNG using function $F$ and the returned minimum distance is taken as distance value:

\[
D_{GR}(x,y) := F(x,y) d_{\text{min}},
\]

\[
D_{RG}(x,y) := D_{GR}(y,x).
\]

In case the arguments of $D$ are both RGNGs, the distance is defined to be the pairwise minimum distance between the prototypes of the RGNGs’ units, i.e., single linkage distance between the sets of units is used:

\[
D_{GG}(x,y) := \min_{u \in xU, k \in yU} D(u,w,k,w).
\]

The latter case is used by the interpolation function if the recursive depth of an RGNG is at least 2. As the RGNG-based grid cell model has only a recursive depth of 1 (see next section), the case is considered for reasons of completeness rather than necessity. Alternative measures to consider could be, e.g., average or complete linkage.

$I(x,y)$: The interpolation function $I$ returns a new prototype as a result from interpolating between the prototypes $x$ and $y$. The type of interpolation depends on whether the arguments are both vectors or both RGNGs:

\[
I(x,y) := \begin{cases} 
I_{RR}(x,y) & \text{if } x, y \in \mathbb{R}^n, \\
I_{GR}(x,y) & \text{if } x, y \in G.
\end{cases}
\]

In case the arguments of $I$ are both vectors, the resulting prototype is the arithmetic mean of the arguments:

\[
I_{RR}(x,y) := \frac{x+y}{2}.
\]

In case the arguments of $I$ are both RGNGs, the resulting prototype is a new RGNG $a$. Assuming w.l.o.g. that $|xU| \geq |yU|$ the components of the interpolated RGNG $a$ are defined as follows:

\[
a := I(x,y),
\]

\[
aU := \begin{cases} 
(w,0) & \forall u \in xU, \\
(k,0) & k = \arg\min_{l \in yU} D(u,w,l,w) 
\end{cases},
\]

\[
aC := \begin{cases} 
\{l,m\},0 & \exists c \in xC \\
\{l,m\} & u,k \in cV \\
\{l,m\} & lw = I(u,w,·) \\
\{l,m\} & mlw = I(k,w,·)
\end{cases},
\]

\[
a_o := x_o.
\]

The resulting RGNG $a$ has the same number of units as RGNG $x$. Each unit of $a$ has a prototype that was interpolated between the prototype of the corresponding unit in $x$ and the nearest prototype found in the units of $y$. The edges and parameters of $a$ correspond to the edges and parameters of $x$.

$A(x,ξ, r)$: The adaptation function $A$ adapts a prototype $x$ towards a vector $ξ$ by a given fraction $r$. The type of adaptation depends on whether the given prototype is a vector or an RGNG:

\[
A(x,ξ, r) := \begin{cases} 
A_R(x,ξ, r) & \text{if } x \in \mathbb{R}^n, \\
A_G(x,ξ, r) & \text{if } x \in G.
\end{cases}
\]

In case prototype $x$ is a vector, the adaptation is performed as linear interpolation:

\[
A_R(x,ξ, r) := (1-r)x + rξ.
\]

In case prototype $x$ is an RGNG, the adaptation is performed by feeding $ξ$ into the RGNG. Importantly, the parameters $ε_o$ and $ε_n$ of the RGNG are temporarily changed to take the fraction $r$ into account:

\[
θ^* := (r \cdot x, θ, ε_o, x, θ, λ, x, θ, τ, x, θ, α, x, θ, β, x, θ, M),
\]

\[
x^* := (x, U, x, C, θ^*),
\]

\[
A_G(x,ξ, r) := F(x^*,ξ) x.
\]

Note that in this case the new parameter $θ, ε_o$ is used to derive a temporary $ε_n$ from the fraction $r$.

This concludes the formal definition of the RGNG algorithm.

### 2.2 RGNG-based Neuron Model

The RGNG-based neuron model uses a single RGNG to describe a group of neurons that compete against each other. The RGNG has a recursive depth of one resulting in a two-layered structure (Fig. 1). The units
For each input the TL RGNG has to determine which process can be understood as a mixture of two processes. Of the RGNG-based neuron model the learning process controls how strongly the single best neuron per-
ter set \( \theta \), respectively. Parameter set \( \theta_1 \) controls the main TL RGNG while parameter set \( \theta_2 \) controls all BL RGNGs, i.e., the prototypes of the TL units. Table 1 summarizes typical parameter values for an RGNG-based neuron model. For a detailed characterization of these parameters we refer to (Kerdels, 2016). Parameter \( \theta_1, M \) sets the maximum number of neurons in the model and Parameter \( \theta_2, M \) controls the maximum number of specific input space locations that a single neuron can represent within its dendritic tree. The learning rates \( \theta_2, \varepsilon_0 \) and \( \theta_2, \varepsilon_0 \) determine to which degree each neuron performs a form of sub-threshold, competition independent learning. In contrast, learning rate \( \theta_1, \varepsilon_0 \) controls how strongly the single best neuron in the group adapts towards a particular input. Finally, learning rate \( \theta_1, \varepsilon_0 \) can be interpreted as being inversely proportional to the lateral inhibition that the most active neuron exerts on its peers.

### 2.2.2 Learning

The RGNG algorithm does not have an explicit training phase. It learns continuously and updates its input space approximation with every input. In case of the RGNG-based neuron model the learning process can be understood as a mixture of two processes. For each input the TL RGNG has to determine which TL unit lies closest to the input based on the distance function \( D \). The distance function will in turn feed the input to each BL RGNG allowing the BL RGNGs to learn the input space structure independently from each other. Once the closest TL unit is identified this single unit and its direct neighbors are allowed to preferentially adapt towards the respective input. This second learning step aligns the individual input space representations of the BL RGNGs in such a way that they evenly interleave and collectively cover the input space as well as possible (Kerdels, 2016).

### 2.2.3 Activity Approximation

Observations of biological neurons typically use the momentary firing rate of a neuron as indicator of the neuron’s activity. This activity can then be correlated with other observed variables such as the animal’s location. The result of such a correlation can be visualized as, e.g., rate map (Fig. 2), which is then used as the basis for further analysis. Accordingly, the RGNG-based neuron model has to estimate the activity of each TL unit in response to a given input \( \xi \) as well. To this end, the “activity” \( a_u \) of a TL unit \( u \) is defined as:

\[
a_u := e^{-(1-r)^2},
\]

with \( \sigma = 0.2 \) and ratio \( r \):

\[
r := \frac{D(s_2, \xi) - D(s_1, \xi)}{D(s_1, \xi)} = \frac{D(s_1, \xi) - D(s_2, \xi)}{D(s_1, \xi)}, \quad s_1, s_2 \in \mathbb{R}^d.
\]

with BL units \( s_1 \) and \( s_2 \) being the BMU and second BMU in \( \mathbb{R}^d \) with respect to input \( \xi \). Based on this measure of activity it is possible to correlate the responses of individual, simulated neurons (TL units) to the given inputs and compare the resulting artificial rate maps with observations reported in the literature.

---

**Table 1: Parameters of the RGNG-based model.**

<table>
<thead>
<tr>
<th>( \theta_1 )</th>
<th>( \theta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon_0 = 0.04 )</td>
<td>( \varepsilon_0 = 0.01 )</td>
</tr>
<tr>
<td>( \varepsilon_0 = 0.04 )</td>
<td>( \varepsilon_0 = 0.0001 )</td>
</tr>
<tr>
<td>( \varepsilon_0 = 0.01 )</td>
<td>( \varepsilon_0 = 0.01 )</td>
</tr>
<tr>
<td>( \lambda = 1000 )</td>
<td>( \lambda = 1000 )</td>
</tr>
<tr>
<td>( \tau = 300 )</td>
<td>( \tau = 300 )</td>
</tr>
<tr>
<td>( \alpha = 0.5 )</td>
<td>( \alpha = 0.5 )</td>
</tr>
<tr>
<td>( \beta = 0.0005 )</td>
<td>( \beta = 0.0005 )</td>
</tr>
<tr>
<td>( M = 100 )</td>
<td>( M = {20, 80} )</td>
</tr>
</tbody>
</table>

---
Thus, a possible input signal to the RGNG-based model could originate from the population of motor neurons that control these muscles. In such a signal the number of neurons that are active for a particular muscle determines how strongly this muscle contracts. A corresponding input signal \( \xi := (v^0, v^1, v^0, v^1) \) for a given normalized gaze position \((x, y)\) can be implemented as four concatenated \(d\)-dimensional vectors \(v^0, v^1, v^0, v^1\):

\[
\begin{align*}
    v_i^0 & := \max \left[ \min \left[ 1 - \delta \left( \frac{|x|}{d} - x \right), 1 \right], 0 \right], \\
    v_i^1 & := \max \left[ \min \left[ 1 - \delta \left( \frac{|y|}{d} - (1 - y) \right), 1 \right], 0 \right], \\
    v_i^0 & := \max \left[ \min \left[ 1 - \delta \left( \frac{|y|}{d} - y \right), 1 \right], 0 \right], \\
    v_i^1 & := \max \left[ \min \left[ 1 - \delta \left( \frac{|x|}{d} - (1 - y) \right), 1 \right], 0 \right], \\
\end{align*}
\]

\(\forall i \in \{0 \ldots d - 1\}\),

with \(\delta = 4\) defining the "steepness" of the population signal and the size \(d\) of each motor neuron population.

4 SIMULATION RESULTS

To test the input space described in the previous section we conducted a set of simulation runs with varying sizes \(d\) of the presumed motor neuron populations. All simulations used the fixed set of parameters given in table 1 (with \(\theta_2 M = 20\)) and processed random gaze-positions. The resulting artificial rate maps that correlate each TL unit’s activity with corresponding gaze-positions were used to calculate gridness score distributions for each run. The gridness score was introduced by Sargolini et al. as a measure of how grid-like an observed firing pattern is (Sargolini et al., 2006). Gridness scores range from -2 to 2 with scores greater than zero indicating a grid-like firing pattern, albeit more conservative thresholds between 0.3 and 0.4 are chosen in recent publications.

Figure 4 summarizes the results of the simulation runs. The shown rate maps as well as the gridness score distributions show that the neurons described by the RGNG-based model form grid-like firing patterns in response to the population signal defined above. Even small population sizes yield a significant proportion of simulated neurons with gridness scores above a 0.4 threshold.

The firing patterns shown in figure 4 cover the entire two-dimensional manifold of the population signal, i.e., the entire field of view. At its borders a strong

---

2.3 Input Space Properties

The RGNG-based neuron model can approximate arbitrary input spaces as long as the set of inputs constitute a sufficiently dense sampling of the underlying space. However, not every input space will result in a grid-like firing pattern. To observe such a pattern, the input space has to exhibit certain characteristics. Specifically, the input samples have to originate from a two-dimensional, uniformly distributed manifold. Since the BL RGNGs will approximate such a manifold with an induced Delaunay triangulation the BL prototypes will be spread evenly across the manifold in a periodic, triangular pattern.

This predictability of the RGNG-based model allows to form testable hypothesis about potential input signals with respect to the activity observed in biological neurons. An example for such a hypothesis and the resulting simulation outcomes are presented in the next sections.

3 GAZE-POSITION INPUT

Killian et al. (Killian et al., 2012) report on neurons in the primate medial entorhinal cortex (MEC) that show grid-like firing patterns similar to those of typical grid cells present in the MEC of rats (Fyhn et al., 2004; Hafting et al., 2005). Their finding is especially remarkable since it is the first observation of a grid-like firing pattern that is not correlated with the animal’s location. Instead, the observed activity is correlated with gaze-positions in the animal’s field of view.

Given a suitable input space the RGNG-based neuron model can replicate this firing behavior. The gaze-position in primates is essentially determined by the four main muscles attached to the eye (Fig. 3).
alignment of the firing fields can be observed which may influence the resulting gridness scores. Since it is unlikely that experimental observations of natural neurons will cover the entire extent of an underlying input space, we investigated how the partial observation of firing fields may influence gridness score distributions. Figure 5 shows the results of a second series of simulation runs. Again, all simulation runs used the set of parameters given in table 1 but with $\theta_2 M = 80$ prototypes per neuron instead of 20. In addition to artificial rate maps that contain all firing fields of the respective neurons, we also generated rate maps containing only one-quarter or one-sixteenth of the particular firing fields. The resulting gridness score distributions show that rate maps based on local subsets of firing fields tend to have higher gridness scores than the rate maps containing all firing fields. This indicates that local distortions of the overall grid pattern remain local with respect to their influence on the gridness of other regions. As a consequence, grid-like firing patterns may be observed in natural neurons that receive signals from input spaces that are only partially two-dimensional and evenly distributed. As long as the experimental conditions restrict the input signals to these regions the resulting firing rate maps will exhibit grid-like patterns. If the input signals shift to other regions of input space, the grid-like firing patterns may then get distorted or fully disappear.

Figure 4: Artificial rate maps and gridness distributions of simulation runs that processed input from a varying number $d$ of presumed motor neurons per muscle (columns) that control the gaze-position. All simulation runs used a fixed set of parameters as given in table 1 ($\theta_2 M = 20$) and processed random gaze locations. Each artificial rate map was chosen randomly from the particular set of rate maps and displays all of the respective TL unit’s firing fields. The gridness distributions show the gridness values of all TL units. Gridness threshold of 0.4 indicated by red marks.

Figure 5: Artificial rate maps and gridness distributions of simulation runs presented like in figure 4, but with parameter $\theta_2 M = 80$ and containing either all, one-quarter, or one-sixteenth (rows) of the respective TL unit’s firing fields.

5 CONCLUSIONS

The contemporary view on grid cells interprets their behavior as a specialized part within a system for orientation and navigation that contributes to the integration of speed and direction. However, recent experimental findings indicate that grid-like firing patterns are more prevalent and functionally more diverse than previously assumed. Based on these observations we hypothesized that a more general information processing scheme may underlie the firing behavior of grid cells. We developed a RGNG-based neuron model to test this hypothesis. In this paper we demonstrate that the RGNG-based model can—in contrast to established grid cell models—describe the grid-like activity of neurons other than typical grid cells, i.e., neurons that encode gaze-positions in the
animal’s field of view rather than the animal’s location in its environment.

In addition, we outlined the general conditions under which we would expect grid-like firing patterns to occur in neurons that utilize the general information processing scheme expressed by the RGNG algorithm. As these conditions depend solely on characteristics of the input signal, i.e., on the data that are processed by the respective neurons, the RGNG-based model allows to form testable predictions on the input-output relations of biological, neuronal circuits.

Shifting interpretations of neurobiological circuits from models based on application-specific priors to models based primarily on general, computational principles may prove to be beneficial for the wider understanding of high-level cortical circuits. They may allow to relate experimental observations made in very different contexts on an abstract, computational level and thus promote a deeper understanding of common neuronal principles and structures.
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