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In this talk I will analyze the set of output functions of one-dimensional ReLLU neural
networks. These functions are always continuous and piecewise linear. I am interested
in the connection between the set output functions of such neural networks and the set
of continuous piecewise linear functions with a certain number of breakpoints (points
of non-differentiability). In particular, I will prove an upper bound for the number of
breakpoints of an output function depending on the depth of the neural network and
the widths of its layers. Using an explicit construction, I will show that this upper
bound is sharp. Further, for neural networks with two hidden layers I will give results
on how many breakpoints one can fix a priori and which continuous piecewise linear
functions are always an output function of such a neural network.
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