
Advanced Quantitative Methods in Empirical Finance
and Macroeconomics with R

Unten stehend finden Sie die Themen des Seminars im Sommersemester 2026. Zu
jedem Thema finden Sie fünf Schlagwörter für eine mögliche Ausrichtung, bzw.
welche Inhalte beim jeweiligen Thema behandelt werden sollen. Zusätzlich finden
Sie Einstiegsliteratur und passende R-Pakete für die Umsetzung der empirischen
Datenanalyse.

In allen zwölf Themen sollen eigenständige empirische Analysen durchgeführt wer-
den. Hierfür soll die open-source Software R verwendet werden. Um Ihnen den
Umgang mit R näher zu bringen, bietet der Lehrstuhl in den ersten Wochen des
Semesters R-Tutorien an. Die genauen Termine werden bei Anmeldung zum Se-
minar in Moodle bekanntgegeben. Weitere Termine finden Sie auf der Homepage:

https://www.fernuni-hagen.de/angewandte-statistik/lehre/seminare/se
minar_10_08_2026.shtml

Zusätzlich findet bereits am 30.03.2026 von 18-20 Uhr eine Schulung zum wissen-
schaftlichen Arbeiten statt, welche insbesondere den Umgang mit der Fachliteratur
schult. Den Zoom-Link zur Veranstaltung finden Sie ebenso wie die Links zu den
Tutorien in der entsprechenden Moodle-Umgebung.

Themen:

1. Multiple Strukturbrüche in Regressionsmodellen

• Tests bei bekannten Zeitpunkten

• Tests bei unbekannten Zeitpunkten

• Schätzung von Zeitpunkten

• Multiple Strukturbrüche

• Erweiterungen

Einstiegsliteratur: Zeileis et al. (2002) und Perron (2006)
R-Pakete: mbreaks, strucchange
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2. Autoregressive Markov Switching Modelle

• Modellspezifikation

• Zustands- und Übergangswahrscheinlichkeiten

• Schätzung

• Evaluation

• Visualisierung

Einstiegsliteratur: Hamilton (1989) und Hamilton (1994)
R-Pakete: MSwM

3. Autoregressive Smooth Transition Modelle

• Modellspezifikation

• Linearitätstests

• Auswahl der Übergangsfunktion

• Visualisierung

• Erweiterungen

Einstiegsliteratur: Dijk et al. (2002) und Chan und Tong (1986)
R-Pakete: tsDyn

4. Autoregressive Threshold Modelle

• Modellspezifikation

• Linearitätstests

• Schwellenwertregression

• Visualisierung

• Erweiterungen

Einstiegsliteratur: Dijk et al. (2002) und Chan und Tong (1986)
R-Pakete: TSA, tsDyn
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5. Nichtparametrische Regression

• Kernschätzung

• Nadaraya-Watson und Kern-Regression

• Wahl der Bandbreite und der Kernfunktion

• Evaluation der Prognosegüte

• Erweiterungen

Einstiegsliteratur: Härdle (1990) und Wasserman (2006)
R-Pakete: np, KernSmooth

6. Boosting in Regressionsmodellen

• Variablenselektion

• Große Datensätze

• Kreuzvalidierung

• Prognose

• Erweiterungen

Einstiegsliteratur: Barrow und Crone (2016) und Robinzonov et al. (2012)
R-Pakete: xgboost, caret, mboost

7. Multiples Testen statistischer Hypothesen

• Kontrolle der Family-Wise-Error Rate (FWER)

• Bonferroni-Korrektur

• Methode von Holm

• Monte Carlo Simulationen

• Erweiterungen

Einstiegsliteratur: Shaffer (1995) und James et al. (2013)
R-Pakete: stats (p.adjust)
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8. Informationskriterien zur Modellauswahl

• Vergleich verschiedener Informationskriterien

• Lagauswahl in ARMA Modellen

• Konsistenz

• Monte Carlo Simulation

• Prognose

Einstiegsliteratur: Castle et al. (2011), Sin und White (1996) und Hendry
(1984)
R-Pakete: forecast

9. Vergleich von Stationaritätstests

• Einheitswurzeltests

• Tests auf Stationarität

• Deterministische Terme

• Lagauswahl

• Monte Carlo Simulation

Einstiegsliteratur: Pfaff (2008) und Choi (2015)
R-Pakete: urca, bootUR

10. Shrinkage-Methoden

• Bias-Variance-Tradeoff in hochdimensionalen Daten

• Ridge, Lasso und Elastic Net

• Wahl der Regularisierungsparameter

• Evaluation der Prognosegüte

• Erweiterungen

Einstiegsliteratur: Tibshirani (1996) und James et al. (2013)
R-Pakete: glmnet, lars
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11. Prognosekombination

• Diversifikation von Prognosefehlern

• Klassische Kombinationsverfahren

• Datengetriebene Gewichtung auf Basis vergangener Prognosefehler

• Evaluation der Prognosegüte

• Erweiterungen

Einstiegsliteratur: Bates und Granger (1969) und Wang et al. (2023)
R-Pakete: forecast, ForecastCombinations

12. Volatilitätsprognosen

• GARCH Modelle

• Schätzung und Tests

• Modellevaluation

• Prognose

• Erweiterungen

Einstiegsliteratur: Engle und Patton (2007) und Hansen und Lunde (2005)
R-Pakete: rugarch, fGarch
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