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ABSTRACT
Centroids are comfortable instruments to represent queries
and whole texts by single descriptive terms. They can be
used to determine the similarity of textual contents and to
(hierarchically) cluster sets of documents. However, their
computation strictly following the concept’s definition may
use a plenty of time and hinder any practical application.
A more demonstrative view on the meaning and topolog-
ical interpretation of the definition leads to the derivation
of a graph-based algorithm using the well-known spreading
activation technique, which is described in this contribu-
tion. The experimental results obtained using co-occurrence
graphs of varying sizes underline the high performance of
this method which is -last but not least- brought about by
its clear local working principle.

CCS Concepts
•Mathematics of computing → Graph algorithms;
•Information systems → Query representation;
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1. MOTIVATION
Text centroids -inspired from the centre of mass in physics-

and their application have been introduced in [1] and fur-
ther articles like [2] have been used to deeply discuss their
properties and to derive some interesting applications.

Differing from other methods, the determination of text
representing centroids depends on some general knowledge
and experience of a user, agent or program represented in the
condensed structure of a co-occurrence graph and a defined
metrics on it.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.

ICCIP’17, November 24–26, 2017, Tokyo, Japan.
c© 2017 Copyright held by the owner/author(s). Publication rights licensed to ACM.

ACM ISBN 978-1-4503-5365-6/17/11. . . $15.00

DOI: https://doi.org/10.1145/3162957.3163014

Any two words wi and wj are called co-occurrents, if they
appear together in one sentence (or any other well-defined
environment, context or window). This co-occurrence rela-
tion may be used to define a respective graph G = (W,E).
Therefore, the set words of a document corresponds to the
set of nodes wa ∈ W and two nodes are connected by an
edge (wa, wb) ∈ E, if wa and wb are co-occurrents. A weight
function g((wa, wb)) can be introduced to represent the fre-
quency of a co-occurrence in a document, while usually only
co-occurrences of a high significance σ > 1, σ ≤ g((wa, wb))
are taken into account.

Distances can be defined on G, if two words are consid-
ered to be closely related, if they appear often together, i.e.
g((wa, wb)) is big enough. If g(wa, wb) > 0, the distance
d(wa, wb) of the co-occurring words wa and wb is defined by

d(wa, wb) =
1

g((wa, wb))
.

For word pairs that do not co-occur, the shortest path
p = {(wa, w2), (w2, w3), .., (wk, wb)} with (wi, wi+1) ∈ E is
considered and the distance is defined by

d(wa, wb) =

k∑
i=1

d((wi, wi+1)).

Consequently, the distance of two words wa and wb being
isolated nodes or situated in two, not connected sub-graphs
is set to

d(wa, wb) =∞.

By replacing frequencies of co-occurrences with distances,
the co-occurrence graph is transformed into an isomorphic
(word) distance graph.

In order to determine a centroid term χ(D) of a document
D, the set of N words W (D) = w1, w2, .., wN ∈ D (filled by
starting with the most frequent words) is considered with
the nodes in a fully connected (sub-)component of the co-
occurrence graph, such that pairwise distances d(wa, wb) <
∞ are guaranteed.

The centroid term χ(D) of a document is the term with
the minimal average distance to all words of the document
represented in W (D)1, i.e. d(D,χ(D)) = MINIMAL for

d(D, t) =

∑N
i=1 d(wi, t)

N
.

1Note, that not necessarily χ ∈W (D).



The direct application of this definition within a calcu-
lation algorithm would require to check all nodes of the
fully connected (sub-)component of the co-occurrence graph,
whether they fulfil the above defined minimum property.
This results in an average complexity of O(|W |3). Since co-
occurrence graphs may contain up to 500,000 nodes (includ-
ing nouns, names, composites etc.), significant calculation
times in the range of several minutes may appear even on
powerful machines.

2. CONCEPTUAL APPROACH

2.1 Idea
To understand the idea of the herein presented method

which utilises the spreading activation technique [3] to ad-
dress this problem, the physical correspondence of the text
centroids, i.e. the centre of mass must be considered again,
as presented in [1]. In a physical body, the centre of mass is
usually expected to be inside a convex hull line of the (con-
vex or concave) body, in case of a homogeneous one and is
situated more or less in its middle (Figure 12).

Figure 1: A convex hull curve of a bird-toy and its
centre of mass

If a set of uniform, discrete mass points in a 2-dimensional,
Euclidean plane with an underlying rectangular grid is con-
sidered, one would try to fix the centre or mass in the inter-
section of concentric cycles of the same radius around those
points (Figure 2).

Things may look more complex in a usual co-occurrence
graph, since it can normally not be embedded in a 2- or 3-
dimensional space, which humans can easily imagine. How-
ever, similar ideas of a neighbourhood allocation have al-
ready been used to provide a graph clustering method [4].
The so-called Chinese Whispers algorithm [5] is another in-
teresting and related solution for efficient graph clustering
that relies on a label propagation technique. The algorithm
in the next subsection adapts the idea described above and
can be applied on large co-occurrence graphs quite fast.

2.2 Algorithm
Usually, the co-occurrence graph can be kept on every

machine. Therefore, the calculation of text centroids can be
carried out in a local, serial manner. If only shortest paths

2Modified from https://commons.wikimedia.org/wiki/File:
Bird toy showing center of gravity.jpg, original author:
APN MJM, Creative Commons licence: CC BY-SA 3.0

Figure 2: Locating the centre of mass in the 2-
dimensional plane

are considered between any two nodes in the co-occurrence
graph, a metric system is built.

In the following considerations, a query set Q of s words
Q = {w1, w2, .., ws} shall be considered. Q is called a query
set, if it contains (usually after a respective preprocess-
ing) only words w1, w2, .., ws, which are nodes within a sin-
gle, connected component of the co-occurrence graph G =
(W,E) denoted by G′ = (W ′, E′).

A fast calculation method for the centroid term χ(Q) of a
query set Q shall be presented at this point.

For computation purposes, a vector v̄(w′) = [v1, v2, .., vs]
is assigned to each w′ ∈W ′ with the components being ini-
tialised to 0. With this preparations, the following, spread-
ing activation algorithm is executed.

1. Determine (or estimate) the maximum of the shortest
distances dmax between any pair (wi, wj) with wi, wj ∈
Q, i.e. let

dmax = sup(d(wi, wj)|(wi,wj)∈Q×Q)

2. Choose a radius r = dmax
2

+∆, where ∆ is a small con-
stant of about 0.1 · dmax ensuring that an overlapping
area will exist.

3. Apply (or continue) a breadth-first-search algorithm
from every wi ∈ Q and activate (i.e. label) each reached,
recent node w′ for every wi by

v̄(w′)[vi] = d(wi, w
′)↔ d(wi, w

′) ≤ r.

Stop the activation, if no more neighbourhood nodes
with d(wi, w

′) ≤ r can be found.

4. Consider all nodes w′ ∈W ′ with

∀i, i = 1..s : v̄(w′)[vi] 6= 0

and choose among them the node with the minimal

s∑
i=1

v̄(w′)[vi]

to be the centroid χ({w1, w2, .., ws)}.



5. If no centroids found, set r := r + ∆ and GoTo 3,
otherwise STOP.

The greatest benefit of the described method is that it
generally avoids the ‘visit’ of all nodes of the co-occurrence
graph as it solely affects the local areas around the query
terms w1, w2, .., ws ∈ Q.

Figure 3: Using the query diversity as a user’s guide

The supremum sup(d(wi, wj)|∀(wi,wj)∈(Q×Q)) of a search
query Q is called the diversity of a (search) query. The
smaller the diversity is, the more a query targets a desig-
nated, narrow topic area, while high values of the diversity
mark a more general, common request. This may be used
to provide additional guidance and support for users during
interactive search sessions on the usually keyword-oriented
search engines (see Figure 3).

3. EXPERIMENTAL EVALUATION
In this section, the performance of the presented algo-

rithm will be evaluated in a number of experiments. All
measurements have been performed on a Lenovo Thinkpad
business-class laptop equipped with an Intel Core i5-6200U
CPU and 8 GB of RAM to show that the algorithm can even
be successfully applied on non-server hardware. The four
datasets3 used to construct the co-occurrence graphs con-
sist of either 100, 200, 500 or 1000 topically classified (topical
tags assigned by their authors) online news articles from the
German newspaper“Süddeutsche Zeitung”. In order to build
the (undirected) co-occurrence graphs, linguistic preprocess-
ing has been applied on these documents whereby sentences
have been extracted, stop words have been removed and
only nouns (in their base form), proper nouns and names
have been considered. Based on these preparatory works,
co-occurrences on sentence level have been extracted. Their
significance values have been determined using the Dice co-
efficient [6]. These values and the extracted terms are per-
sistently saved in an embedded Neo4j (https://neo4j.com)
graph database using its property-value store provided for
all nodes (represent the terms) and relationships (represent
the co-occurrences and their significances).

3.1 Exp. 1: Average Processing Time
In the first sets of experiments presented here, the goal is

to show that for automatically generated queries of five dif-
ferent sizes (queries consisting of two to six terms) in six dif-
ferent ranges of diversity the average processing time to find
their centroid terms is low when the spreading activation
method is applied. The queries and the used co-occurrence

3Interested readers may download these datasets (4.1 MB)
from: http://www.docanalyser.de/sa-corpora.zip

graph have been generated using the dataset “Corpus-100”
from which 4331 terms have been extracted. In order to de-
termine the average processing time for each query size and
for the six ranges of diversity, 20 different queries have been
generated for these two parameters. Therefore, altogether
600 queries have been created.

Figure 4: Average processing time for spreading ac-
tivation

Figure 4 shows that even for an increased number of query
terms and diversity values the average processing time stays
low and increases only slightly. As the average processing
time stays under half a second for all cases, the algorithm is
clearly suited for application in interactive search systems.

In order to demonstrate the great improvement in pro-
cessing time of this algorithm, the original algorithm (as the
direct application of the centroid definition given above) has
been run on five queries consisting of two to six terms in the
diversity range of [10-15) as a comparison while using the
dataset “Corpus-100” to construct the co-occurrence graph
as well. Table 1 presents the absolute processing times in [s]

Table 1: Processing times of the original algorithm

Number of query terms 2 3 4 5 6

Processing time in [s] 185 252 317 405 626

needed by the original algorithm to determine the centroid
terms for those queries. Due to these high and unacceptable
values, the original algorithm -in contrast to the herein pre-
sented one- cannot be applied in interactive search systems
that must stay responsive at all times.

3.2 Exp. 2: Node Activation
The second set of experiments examines the average num-

ber of nodes activated when the presented algorithm is run
starting from a particular centroid term of a query while re-
stricting the maximum distance (this value is not included)
from this starting node. As an example, for a maximum dis-
tance of 5, all activated nodes by the algorithm must have
a smaller distance than 5 from the centroid. In order to be
able to determine the average number of activated nodes,
the algorithm has been started for 10 centroid terms un-
der this restriction. The maximum distance has been varied
(increased) from 1 to 25. For this experiment, the dataset
“Corpus-100” has been used again.

As Figure 5 shows, the average number of activated nodes
visibly and constantly rises starting from the maximum dis-
tance of 7 (40 activated nodes). At the maximum distance
of 25, in average, 3780 nodes have been activated. The re-
sult also shows that for queries with a low diversity (and
a therefore likely high topical homogeneity) the number of



Figure 5: Average number of activated nodes

activated nodes will stay low as well. In this example, for
a low maximum distance of 10, the average number of ac-
tivated nodes is only 88 (2 percent of all nodes in the used
co-occurrence graph). Therefore and as wished-for, the ac-
tivation stays local, especially for low diversity queries.

3.3 Exp. 3: Growing Co-occurrence Graph
As document collections usually grow, the last sets of ex-

periments investigate the influence of a growing co-occurrence
graph on the processing time of the introduced algorithm.
For this purpose, the datasets “Corpus-100”, “Corpus-200”,
“Corpus-500” and “Corpus-1000” respectively consisting of
100, 200, 500 and 1000 news articles have been used to con-
struct co-occurrence graphs of increasing sizes with 4331,
8481, 18022 and 30048 terms/nodes. Also, as the document
collection should be growing, it is noteworthy to point out
that corpora of smaller sizes are included in the corpora of
larger sizes. For instance, the articles in dataset “Corpus-
200” are included in both “Corpus-500” and “Corpus-1000”,
too. In order to conduct the experiments, four queries have
been chosen: one query with two terms and a low diversity
in the range of [5-10), one query with two terms and a high
diversity in the range of [20-25), one query with six terms
and a low diversity in the range of [5-10) and one query with
six terms and a high diversity in the range of [20-25). For
each of these queries and each corpus, the absolute process-
ing time in [s] (in contrast to the previous experiments that
applied averaging) to determine the respective centroid term
has been measured.

Figure 6: Influence of a growing co-occurrence graph

The curves in Figure 6 show an almost linear rise in pro-
cessing time for all four queries and the four growing co-
occurrence graphs. Besides the size of the co-occurrence

graph used, the query size is of major influence on the pro-
cessing time. While the query’s diversity plays a rather sec-
ondary role at this, it can clearly be seen that -even initially-
the processing times for the queries with a high diversity
are higher than for their equal-sized counterparts with a
low diversity. However, even in these experiments and es-
pecially for the query with six terms and high diversity and
the largest co-occurrence graph of 30048 nodes, the process-
ing time stayed low with 0.41 seconds. While these experi-
ments showed that the processing time will understandably
increase when the underlying co-occurrence graph is grow-
ing, its rise is still acceptable, especially when it comes to
handle queries in a (graph-based) search system. The reason
for this is again the algorithm’s strict local working princi-
ple. Node activation will occur around the requested query
terms only while leaving most of the nodes in the graph
inactivated.

4. CONCLUSION
A new graph-based algorithm to determine centroid terms

of queries and text documents in a fast manner has been pre-
sented. In three sets of experiments conducted on modern
laptop hardware, its performance has been positively eval-
uated for application in search systems. Due to its local
working principle, it can be efficiently applied even when
no server hardware is used. As the integrated spreading
activation technique can be independently executed for ev-
ery single initially activated node/term (e.g. from a query),
the algorithm’s core steps can be performed in parallel, e.g.
in separate threads. This makes an effective utilisation of
potentially available multiple CPU cores possible. Future
optimisations of this algorithm will therefore focus on its
parallelisation.
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