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Abstract: Searching the Internet means today to use Google or any
other big, centralised search engine. Besides wasting a huge amount
of energy and other resources, those systems are neither trustworthy
and scalable nor can they generate satisfying search results. After an
analysis of the reasons for it, a new concept for a decentralised search
engine is presented and some estimations on the complexity of search
with it are given. The concept shall not be understood as the ultima
ratio, but as a start of a discussion to find future search solutions.

1 Motivation

Asking Internet users about the performance of Google, today’s biggest search
engine, most people will give comments like ’great’, ’amazing’ or ’incredible’.
Only a few will mention that it is sometimes quite difficult to describe their in-
formation needs with a few keywords (in particular new ones) or find in the
plethora of results returned the really desired and useful ones. Even less will
complain about a missing trust estimation, a lack of consideration of the user’s
context dependencies or disambiguation problems. And only some people will
worry about the imperial power of Google, which even does not allow a verifica-
tion of the recall or precision of results presented. Last but not least, it remains
unclear, what Google may derive just from the content of webpages collected
as well as from the origin and keywords of all the requests made. In general,
besides the famous PageRank-Algorithm of Page and Brin [1], not too much im-
portant details are known about the inner functionality of Google.

While discussions on the commercial influence of Google’s result rankings con-
stantly appear in the media, in this article, mostly technical issues shall be in
the foreground of the considerations. In [2], the main structure of today’s search
engines is given, which mostly consists of any (distributed) crawling system,
an indexing mechanism, an of course huge data base and a respective web in-
terface. In general, any big search engine is nothing else than a well sorted
(indexed) copy of the World Wide Web (WWW).
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However, this architecture has many disadvantages: On the one hand, in order
to be able to present recent results, the crawler must frequently download any
web pages. Therefore, to achieve a high coverage and actuality (web results
should cover content that has been updated in the last 24 hours with a prob-
ability of at least 80 percent), would overload any today’s available network
capacities. Problems get bigger, once the hidden web (deep web) is considered
besides regularly accessible HTML pages, too.

On the other hand, modern web topology models (like the evolving web graph
model [3]) emanate from the fact that there are linear as well as exponential
growth components, if the overall number of websites is considered. From the
point of view of complexity theory, it becomes clear that there might be no mem-
ory space available to keep and archive all those sites in the future.

Summarising, it can be figured out that search in the tomorrow’s Internet

1. must be carried out without establishing a copy of the entire web,

2. shall return results without any commercial or other third party influences
or censorship,

3. ensures that the returned results are 100 percent recent.

4. is personalised using a search history without giving intimate or personal
user details to any centralised authority,

5. and is a process to which every user must contribute with his/her re-
sources and cooperation.

If ’the network is the computer’ (McNeill, SUN, 1991), which ’shall learn from
examples and the behaviour of the user to restructure itself ...’ (von der Mals-
burg, Ruhr-University Bochum, 2001), this goal can be achieved. The following
sections will present a concept to do so.

2 Preliminary Works

First tries to avoid centralised instances and to build a fully decentralised Inter-
net service system dated back to 1997 with the introduction of the Web Operat-
ing System (WOS(TM))[4]. It realised a remote service execution with a search
service using local warehouses containing a set of privately known neighbours
of every node (and therefore forming a connected service network) and cooper-
ative services of any other network member.
Later, around 1999, this idea has been made perfect in the peer-to-peer (P2P)
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paradigm, mostly used within file-sharing systems [5] like Gnutella or FreeNet
[6].

Jordan RITTER1[7] and others usually argued that those system cannot scale,
due to an exponentially growing number of messages generated by broadcasts
used to support system connectivity and search. In fact, this claim is wrong.
Messages in P2P-systems are bounded by two mechanisms: a time-to-live (TTL)
or a hop-counter determining the maximum number of forwards for any mes-
sage (usually set to 7) and the rule that every message (identified by an own
Message-ID) is only forwarded once by every node (no matter how often it has
been received from different neighbours). Consequently, in a complete graph,
the number of messages cannot exceed N2, if N denotes the number of nodes. In
technical systems like Gnutella, every node usually keeps only a limited number
of connections open, e.g. 4. In this case, the maximal number of messages is
limited by 4 · N even.
While the number of messages linearly depends on the size of the network, the
average distance of a desired information from the requesting node is usually
lower than O(ln(N)), as it is known from the works on small world graphs
initiated by Stanley MILGRAM in 1969 in [8]. In such a manner, P2P systems
could become an excellent foundation of a new generation of Internet search
systems.

Structured P2P-Systems like CHORD, PASTRY or CAN (just to cite a few, for an
overview see [9]) made the search in decentralised systems more efficient by lim-
iting the average expenditure of a search to O(ln(N)) but generated some over-
head to maintain those structures and do not support multi-keyword searches
per se. However, for the first time, the importance of specialised structures and
their self-organisation/emergence have been underlined by those systems. To
this approach, other works contribute as well that e.g. find clusters of nodes [10]
and optimise their neighbourhood depending on content aspects [11, 12].

Meanwhile, most search engines upgraded their functionality by an intro-
duction of user accounts and statistical evaluations of frequently used search
phrases. In such a manner, search engines offer their users additional query
terms to refine their search based on the keywords previously entered by many
users along with the initial query [13], geographic location or profile informa-
tion. By using these services, the users often provide sensitive personal details
related to private life and the search engine can collect and store a bigger set

1.. accidently having a leading position in the competing NAPSTER company from 1999-2000.
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of information of the respective user and learns details about his or her special
behavior and interests.

3 Processing Local Documents and Data

As an answer, in [14], a fully locally working agent for an improved web search
has been introduced (see Fig. 1), which avoids the mentioned disadvantages and
increases the security of personal user information. Therefore, the unrivalled
huge and well-indexed databases as well as access mechanisms of the big search
engines are combined with a local pre-processing agent. This agent has access
to the local (and maybe confidential) files of the user and may even establish a
fine-granular user profile. Since these data are kept local, there is no danger for
privacy and security of them. After processing the current search words of the
user and/or the knowledge the agent obtains from these local files and previous
searches, a keyword suggestion or extension is presented to the user, which can
be used or not to be sent as a query to the (remote) search engine, which then
returns its results in the known manner.

Fig. 1: Search with a local search agent
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Later works of KUBEK extend the approach by the following refinements:

• full documents can be used as search queries and similar documents are
returned;

• returned documents and links may be evaluated as positive or negative in
order to refine the initial seed of given documents (FXResearcher, see [15]);

• local documents and those found in former searches may be analysed to
derive more and more significant keywords for further search iterations
(DocAnalyser, see [16]);

• search and download processes can be carried out continuously in the
background, even if the user is offline;

• a selected search context may be used to analyse and evaluate links in a
recently visited website to label them in respect to their importance for a
visit [17];

• support of word-sense disambiguation by textual contexts of pre-selected
pictures in web pages (PDSearch, see [18]);

• co-occurrences and associations (see [19]) may be used to distinguish more
generalising or more specific keywords.

First approaches to P2P search engines are available, too. YaCy [20] and FAROO
[21] are the most famous examples. Meta-searches [22, 23], the use of previous
searches and results (as well as caching) [24] and approaches to collaborative
filtering and search [25] complete the set of already realised approaches to im-
prove the search in the Internet. However, all those approaches still adhere to
the main working principle of a search engine and just re-organise crawling and
indexing in a new, distributed manner using a higher number of peers.

Last but not least, in order to improve search processes, some efforts have been
put into investigations in the area of ontologies [26], content annotations [27],
text mining with text clustering [28], probabilistic methods [29], deep semantic
analysis [30] as well as brain-like processing [31].

They all have influenced the work of the authors and shall therefore be men-
tioned here. Differing from the approaches cited above, the autors intend to
build and maintain content and context depending structures in the network
such that paths between queries and suitable documents can be obtained for
any search processes.
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4 Concept of a P2P-Web

4.1 The WebEngine

In the doctrine of most teachers and the knowledge of the users, the today’s
WWW is a classical client/server system. Web servers offer content to view or
download using the HTTP protocol while every web browser is the respective
client accessing content from any server. Clicking on a hyperlink in a web con-
tent usually means to change the used server, whose address is given in the URL
of the link.

Nevertheless, any web server may also be regarded as a peer, which is connected
to and therefore known by other peers through the addresses stored in the links
of the hosted web pages. In such a manner, the WWW can be regarded as a P2P-
system (with quite slow dynamics related to the addition or removal of peers).

In the suggested new concept for searching and using the WWW, especially the
characteristics of web servers (or better called WebEngines) shall be significantly
extended with P2P functionalities as it is to be seen in Fig. 2.

Fig. 2: First concept of a decentralised World Wide Web



Why Google Isn’t the Future. Really Not. 7

Therefore, a P2P plug-in with a graphical user interface (GUI) for any standard
web browser has been developed. It is connected to the frequently used Apache
HTTP web server and may access the offered web pages and databases of the
server with all related meta-information. In the first step, a classical, but multi-
keyword P2P System is realised.

Therefore, the necessary functionality of the plug-in is the following:

1. The plug-in becomes an integral part of the web server as well as of the
web browsers on the user/client-side. We later will call this unit a web
peer.

2. A connected P2P-system shall be set up. Initially, the links contained in the
bookmarks as well as the hosted web pages of the Apache HTTP server
shall be used for this purpose. Other boot mechanism as known from [4]
may be applied, too. Later, links may be added using the PING/PONG-
protocol known from Gnutella and other P2P Systems. Note, that

• nodes that do not yet run the P2P plug-in may be requested to install
this software (e.g. nodes with a sufficient connectivity, performance
and availability).

• HTTP is used as frame protocol for any communication between the
units.

• A fixed number of connections will be kept open (although more pos-
sible neighbours are locally stored). Furthermore, the mechanisms
mentioned above to limit the number of routed messages will be ap-
plied.

3. All hosted web documents will be indexed in a separate index file after
applied stopword removal and stemming. The index is updated after every
change in one of the hosted web documents.

4. The plug-in is able to generate a graphical interface, in particular a suit-
able search page for the requesting user. In the first version, the search is
performed in correspondence with the QUERY/HIT-protocol of Gnutella
(within HTTP frames). The only exception is that not substrings in file
names are searched but search results will be generated through a search
in the generated index files2. In such a manner, multi-keyword search will
be possible.

2In the first versions, indexing will be limited to nouns as the carriers of meanings
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5. A proliferation mechanism in the plug-in ensures the distribution of the
system over the entire WWW. It shall be able to recognise the peer soft-
ware on other web server addressed and offer the download of its own
programme, in case the peer is not running at the destination yet.

The above specified system may rapidly change the kind of access, use and
search in the WWW. As discussed, it may slowly grow besides the current
WWW structures and make use of centralised search engines but may make
them more and more obsolete. In this manner, the manipulation of search re-
sults through commercial influences as well as (the risks of) espionage will be
greatly reduced.

Nevertheless, for this purpose, it is necessary to reach a critical mass of peers
partaking in this P2P-web. In order to reach this goal, the P2P plug-in and
its comprehensive installation and configuration instructions will be offered on
a public website, from which users and especially administrators can directly
download it. This website will offer an online service to instantly test the P2P
system without having to install any software. too. Also, the user interface of the
P2P plug-in will provide links to the software and social networks with options
to share it. This way, any interested user coming across a web server running
the P2P software will be able to get to know more about it and will hopefully
recommend it. Additionally, the peer search functionalities will be accessible
using search fields in web pages such as weblogs. This way, a seemless integra-
tion of the P2P functionality is reached and users can instantly benefit from its
services by just making use of the query input fields in the usual manner. As
more and more people will recognise the mentioned new search functionalities
on many different web sites, they will be made aware of the software realising
them, too.

Another way to distribute the P2P plug-in is getting in contact with web ad-
ministrators not utilising the software yet. This can be achieved by monitoring
the stream of visitors coming from websites. The P2P software can e.g. analyse
the HTTP headers of incoming requests stored in log files. This way, it can find
out using the Referer-field the address of the previously visited web page that
links to the current server. It can then automatically issue standard P2P protocol
messages to the originating server in order to test if it is running the P2P soft-
ware already. If so and if there is a significant amount of users coming from this
server, it should store this server’s address in the list of peer neighbours as this
constant stream of users indicates a valid interest in both web server’s contents.
If the originating server is not yet running the P2P software, the current web
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server’s P2P plug-in can try to identify the respective web administrator using
DNS WHOIS lookups or by analysing the imprint of the remote website in or-
der to determine the name, e-mail address and post address of its responsible
webmaster using techniques known from natural language processing such as
named-entity recognition. Once identified, the plug-in can suggest the current
webserver’s administrator to get in contact with the other webmaster to intro-
duce the P2P software; for this purpose, the plug-in can conveniently provide
an already filled contact form addressed to this person. The same procedure can
of course be applied for web servers that are frequently linked to by the current
web server, too. Many outgoing links to a destination express its relevance to the
local content. Therefore and also in this case, it actually makes sense to contact
the respective webmasters. Using these and further mechanisms, the P2P plug-
in can be distributed with little effort and the P2P network will be established in
a sustainable way by this means.

4.2 Structures

This P2P −WWW system already realises the concept of a fully decentralised
WWW. However, there are still significant possibilities to increase its perfor-
mance and efficiency.

• At the beginning, not all documents from the current WWW are available
in the P2P-system. However, once started with a small number of docu-
ments, the system can grow fastly as the P2P plug-in is installed in more
web servers. Also, this growth shall also result in an increased chance for
parallel computing.

• Document addition, removal and computing are a fully decentralised pro-
cesses. As a result and in particular, no initial centroids or an initial num-
ber of clusters to obtain can be determined. Also, as already described in
[31] the sequence of document addition or presentation may significantly
influence the final results.

• A best fit to the one or the other group may be hard to define. Distance
measures in the classic manner are hard to apply and cannot be considered
as a means to derive fixed borders in the clustering/merging process. Es-
pecially, suitable cluster sizes and distances may significantly and strongly
depend on the number of documents. I.e. small libraries may require less
categorisation than bigger ones.
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• The process is highly dynamic, i.e. already built clusters, assignments etc.
may be waved fully or partially at any time by the one or the other partici-
pating unit.

These requirements attack the classic approach that are still present in other
P2P search engines still giving web peers their own (distributed) index files.
Similarities in the hosted web documents as well as shared groups of keywords
do not automatically result in a grouping and joint management of those data
items.

In the described approach, still every web peer is included in any search, what
may generate a significant load especially for smaller machines.

The idea is to overcome this problem by a self-organising structure, where to a
given search request a suitable path between the nodes representing the tokens
of the request and the matching doument(s) can be found. Overlapping, tree-
like (and no longer only locally hosted) index structures may help to overcome
the isolation of index files on the web peers, as shown in Fig. 3.

Therefore, every single web document induces an undirected tree structure
with

• the document identifier as the root node,

• as much leaves as needed to have exactly one for every word w ∈ Wi in
the document i (after stemming and stopword removal, words appearing
several times in the document are regarded as types and therefore counted
one time only) and

• ln(|W|) intermediate tree levels that cover phrases or semantic relation-
ships between the respective terms.

In fact, this approach is inspired and related to human cognitive processes in-
volved in categorising literature sources.

As shown in Fig. 3b, the consideration of a group of documents results in iden-
tifying similar words and structures (subtrees) in those documents and builds
-maybe (partially) overlapping- groups.

In order to establish bigger and fast growing libraries as well as to order them in
a suitable distributed manner, appropriate methods for doing so must be con-
ceived, developed and tested. Unfortunately, those words, patterns and struc-
tures are unknown in the beginning of the process, a circumstance that may
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Fig. 3: Index trees of web documents

result in a later re-structering and destruction of already well-established and
probably large structures. Also, it is must be accepted that the result is not
uniquely determined, i.e. the same search conducted by different people under
different circumstances and side-conditions may result in different structures
and results, fulfilling only a few, generally accepted rules.

The respective concepts and processes for such a system are not fully conceived
yet and will therefore be considered in further works.

5 Outlook

After analysing recent structures and operating paradigms of the WWW, a new
architectural concept has been introduced. It is based on the extension of the al-
ready existing P2P-characteristics in the form of so called web peers and mech-
anisms for new, content-based structure building over the net. Hereby, a navi-
gateable system of paths between tokens (words) and documents is built. The
suggested system works in parallel to the existing web and can therefore be in-
troduced and spread as a plug-in for web servers in the current WWW.
Significant research effort, however, is needed to use all opportunities to re-
duce traffic by the means of self-organisation, emergence, and structure build-
ing. First ideas exist and will be presented in future articles.
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