From Human Knowledge to Process Models

Jorg Desel

Angewandte Informatik, Katholische Universitat Eichstatt, Germany
joerg.desel@ku-eichstaett.de
www.informatik.ku-eichstaett.de

Abstract. This contribution suggests a novel approach for a systematic
generation of a process model in an informal environment. It is based on
the claim that the knowledge about the process to be modelled is dis-
tributed in several involved people’s minds. Some people have knowledge
about the general process where the single activities are on a high level
of abstraction and have to be refined. Other people only know some-
thing about some detail of the process, i.e., about the refinement of an
activity of the general process which defines a subprocess. Moreover, it is
assumed that these domain experts can more easily define instances, i.e.
runs, of the general process (of a subprocess, respectively) than the pro-
cess itself. The approach employs new techniques developed for process
mining and Petri net synthesis and adapts these techniques to gener-
ate processes from example runs. It is based on a formal definition of
partially ordered processes, which allows to proceed in a modular way:
Subprocesses and general processes are generated independently. Finally,
it is argued that the approach is a suitable first step in a general method
for process definitions which is followed by validation techniques.
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1 Introduction

During the last decades, information system modelling emphasized the modelling
of data as a prerequisite of data base design. The modelling of processes was
also considered, but only in the last years process models received attention
comparable to data models [21]. This development is closely connected to the
raise of Business Process Management [4, 34], of workflow management systems
[1], of process-centric ERP systems and finally of web services.

It is well known that for both, data and process models, the first phase of
modelling is of particular importance. Only if models that faithfully present
the part of reality (or of intended reality) to be modelled are used in system
design, the final system can be expected to behave correct according to the
requirements. Conversely, any error in an early stage of modelling will cause
very costly redevelopments in later phases.

For data models, suggestions for a systematic analysis of requirements have
been developed since a long time and have proven to be very useful in practice
[5, 27]. In particular, the research done within the project KCPM (Klagenfurt
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Conceptual Predesign Model) in Klagenfurt shows how to extract formal model
components from natural language documents provided by the system experts
and users [30].

For process models, there is no such generally agreed procedure. Again, the
KCPM people made suggestions since a long time (see e.g. [28], where pre- and
post-conditions of actions are extracted from text and used as local vicinity
of corresponding transitions of Petri net models; more recent developments are
given in [29, 23, 31]).

The purpose of this paper is to tackle the very same question: How can we
derive a process model in/from an informal environment? So instead of deriv-
ing a process model from another model by any kind of transformation (where
correctness is a matter of verification), we do not assume any previous represen-
tation of the model to be constructed but only distributed knowledge about the
process in people‘s minds.

Very often, semi-formal modelling languages are suggested to support this
first step in process modelling. However, there is no clear definition of “semi-
formal”. Sometimes, a language is called semi-formal if it has a defined syntax
but no (or more than one) semantics. Whereas people often praise missing unique
semantics as flexibility, I cannot see any advantage of semi-formality if not even
author and recipient of a model are sure to communicate the same object. In
particular, for this kind of conceptual models it should be clear what exactly is
modelled and what is left open [12]. This approach, starting with an informal
model and adding semantics in a fuzzy way will never guarantee that the final,
formal model matches the initial intuition.

The approach sketched in this paper is different. It starts with formal objects
from the beginning but keeps these objects as simple as possible. In the area of
processes (including alternatives, variants etc.) the simplest concept is on the
instance level: a single run of a process, sometimes called a case or a run of a
case. We assume that the relevant persons can more easily describe runs than
starting with a process description (which is on the type level and can be as
complicated as an arbitrary algorithm). Whereas the definition of a run for a
given process is often obvious, the converse direction is more involved: Given a
set of runs, what is the corresponding process?

A related question is answered by Petri net synthesis theory [22, 9, 6, 26]
which either starts with a reachability graph or with a set of sequential runs or
with a set of partially ordered runs. However, synthesis aims at a construction
of precisely the process with the specified behavior or — if such a process does
not exist — a process with minimal behavior including the specified one. Thus,
often an unnecessarily complicated process is constructed.

Another related research area is process mining [2, 32]. Mining techniques
aim at constructing a simple process from a large set of recorded behavior,
given by so-called process logs. This is also not exactly our setting. We start
from some representative examples and try to construct a process which is as
simple as possible, can behave like the example runs and does not have too
much additional behavior. [3] shows how techniques from synthesis theory can
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be used for process mining. The same techniques will be applied in our approach
to generate process models from sequential or from partially ordered runs.

A second assumption of this paper is that relevant people know something
about the runs of the general process on an abstract level. In other words, the
single activities occurring in the runs can be refined to subprocesses. Other
experts might not know the entire process but have knowledge about runs of a
subprocess.

An obvious way to deal with this kind of vertical modularity is to replace
each occurrence of a coarse activity in a given run by one (or all) of the runs
of the subprocess and then to apply synthesis techniques to the set of all runs
refined in this way. Another way to deal with the same problem is to first generate
subprocesses from their runs, then to generate the general process on the abstract
level, and finally to refine its activities by the subprocesses. It could be assumed
that in both ways we end up with the same process definition. However, this
does not hold if only sequential runs are considered, see the following example:
Assume we have to activities x and y which refine as follows: x has subactivities
a followed by b whereas y has subactivities ¢ followed by d. Assume moreover
that x and y occur concurrently. In a sequential setting, the general process is
specified by example runs zy and y x. Specifying x by the run a b and specifying
y by the run cd and replacing x and y by these runs yields the following possible
runs of the refined process: abcd and cdab. Taking the other approach, we first
construct a process with two concurrent activities z and y. Replacing then these
activities by processes allowing only for sequences a b and ¢ d respectively leads
to a process where the subactivities are mutual concurrent. So several more runs
are possible, for example a ¢bd and a cdb. Taking the Petri net formalism, the
process is shown in Figure 1. We argue in this contribution that this problem is
solved by using nonsequential semantics. Instead of restricting runs to sequences
we consider partially ordered runs, i.e., runs where concurrent occurrences of
activities are not ordered by a causality relation.

The following section will provide some necessary formal definitions. Section
three shows that partial order semantics indeed solves the above problem. Section
four uses this observation and introduces our approach to process modelling.
In Section five we relate the approach to a previously introduced validation
approach, i.e., we argue that both approaches nicely work together. Finally, the
concluding Section six provides some details about our further research plan on
this topic.
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2 Formalities

We use the Petri net formalism (see e.g. [33])to represent processes. Petri nets
have been a standard formalism for the representation of processes since a long
time (see e.g. [10]) and they are the underlying formalism for many other lan-
guages [15, 19].

We use the usual notions and definitions of a Petri net (S, T, F, M). Capacity
restrictions, arc weights and inhibitor arcs are not considered. A Petri net is
called 1-bounded if no marking reachable from M, assigns more than one token
to a place.

Definition 1. A process is a Petri net (S, T, F, My) with two distinguished sets
of input- and output-transitions T;, T, C T. A process is called safe if the Petri
net

(SU{s}h T, FU({s} xT3) U (T, x {s}), Mo U {s,1})
is a 1-bounded Petri net, where s is a new place.

We assume for the rest of the paper that all processes are connected Petri nets.

Fig. 3. The process is safe if this Petri net is 1-bounded

1-boundedness of the place s implies that transitions of T; and of T, occur
strictly alternatingly, starting with a transition of 7;. 1-boundedness of all other
places implies that no transition can ever occur concurrently with itself: Since
the net is connected, every transition has at least one place in its pre-set or in
its post-set, which carries at most one token.

In the sequel we will distinguish main processes and subprocesses which are
formally both processes in the above sense.
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A main process is considered connected to an additional place s which is
initially marked with one token. s has an empty pre-set. The post-set of s is T;.
Sometimes another place s’ with pre-set T, is considered.

Fig. 4. The process of Figure 2 considered as a main process

A subprocess refines a transition of another process. It replaces the transi-
tion, the transition’s input places are connected to the input transitions whereas
the output transitions of the subprocess are connected to the post-set of the
transition. For a formal definition, let us first notice that we will not distin-
guish isomorphic processes, i.e., we are free to consistently rename places and
transitions of processes.

Definition 2. Let P = (S, T, F, My) be a process with a transition t and let Pt =
(SY, Tt F', M¢) be a process with input-transitions T! and output-transitions T.
Assume w.l.o.g. that the elements of P and of Pt are disjoint. The refinement
of P w.r.t. transition t and process Pt is defined as

(SUSHL,TUT\ {t}, FUF"U(*t x T;) U (T, x t*), Mo U M)
where *t and t® refers to the process P.

Figure 4 shows a process and Figure 5 shows the same process when transition
t is refined by the process of Figure 2.

Different transitions of a main process can be refined by the same subprocess.
As mentioned above, we do not distinguish isomorphic processes and assume that
instead disjoint copies of the subprocess are used.

Proposition 1. Assume a process P with two transitions u and v and respective
refinements P“ and PY. Then the processes obtained by first refining u and then
v and by first refining v and then u are isomorphic.

Hence the order of refinement does not matter. So we can speak about refine-
ment of all refinable transitions in one step. Since a subprocess can again have
transitions to be refined, an arbitrary refinement hierarchy can be constructed.

The intuition of the behavior of a safe process is that first one of its input
transition fires and after some internal behavior one of its output transition
fires, provided the process does not run in a deadlock. It is not possible that
two input transitions occur without an intermediate output transition. Hence
the external behavior of the subprocess resembles the behavior of a transition,
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Fig. 6. ...and its refinement w.r.t. ¢ and the process of Figure 2

with the difference that first the input tokens are consumed and later output
tokens are produced. Conversely, the surrounding net resembles the behavior
of the additional place s shown in Figure 3 with the difference that the input
tokens show up after the output tokens have been produced. This results in the
following observation:

Proposition 2. If processes P and Pt are safe, then the refinement of P w.r.t.
one of its transitions t and P! is safe, too.

3 Concurrent Runs and Refinement

There are several suggestions how to define the behavior of a Petri net. The
best known is based on sequential runs, formalized by occurrence sequences,
where an occurrence sequence is a sequence of transition names that can occur
one after the other. A marking graph can be viewed as a condensed version
of all occurrence sequences, together with the intermediate markings, where
additionally the branching behavior is represented.

Partial order semantics of Petri nets have originally be defined by means of
so-called occurrence nets which are mapped to the original net (see e.g. [33]). An
occurrence net together with this mapping is often called process. This instance
use of “process” contradicts today’s use of “process” in “business process” on
the type level. Therefore, the term “run” is used instead for a single instance of
a process in this paper.

The main aim of this section is to motivate and show that the diagram of
Figure 7 commutes for partial order semantics. In the introduction it was shown
that this is not the case for sequential semantics.
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. . set of
process with behavior > concurrent
transitions T
runs over T
refine transitions of T refine occurrences of T to
to subprocesses with runs of subprocesses with
transitions T’ occurrences of T’
process with behavior X corslc?fjror];nt
transitions T runs over T

Fig. 7. Behavior and refinement

The following definition is nearly the usual one for partial order semantics.
However, we require that each run leads to the end of the process. In other words,
we consider maximal runs and not arbitrary prefixes and we rule out runs that
run into a deadlock.

Definition 3. Let P = (S, T, F, My) be a safe process with input-transitions T;.
A (concurrent) run of P is a Petri net R = (B, E,G,I) together with mappings
pp: B — S, pp: E — T satisfying the following properties:

— places of R are not branched, i.e., |*b] <1 and |b*| <1 for each b in B,

- R is acyclic, i.e., G* Nid|pup = 0,

— the flow relation G of R agrees with the flow relation F' of P, i.e., for each e
in E, pp induces bijections from ®e to *pg(e) and from e* to (pr(e))®,

— ezactly one transition e in E is mapped by p(e) to a transition of T;,

— ezxactly one transition e in E is mapped by p(e) to a transition of Ty,

— I(b) = 1 for each b satisfying *b =0 and I(b) = 0 for all other places b.

— initial places of the run are mapped to initially marked places of the process,
i.e., pp induces a bijection from {b € B |*b =0} to {s € S| My(s) =1}.

Since the process P is assumed to be safe and by the general assumption
that each transition has at least an input place or an output place, there are
no transitions with empty pre-set except input transitions. Moreover, the fifth
item could be relaxed to“at least one transition...” because safety ensures that
no output transition occurs more than once.

We aim at comparing runs of a process with runs of its refinement. Places and
transitions of runs are related to places and transitions of processes respectively
by the mappings pp and pg. We also have to relate elements of a subprocess
to the refined transition. Therefore, given a process P with a transition ¢ and a
process P resulting from a refinement of ¢ by a subprocess, we define a mapping
¢ from elements of P to elements of P [7]. ¢ maps all elements of the subprocess
to t and is the identity function for all other elements of P. Abusing terminology,
we will call the process constructed by several subsequent transition refinements
still a refinement of the original process. Its associated mapping ¢ is defined as
the composition of the mappings associated to the stepwise refinements. In other
words, ¢ maps each element of the refinement to the associated transition of the
original process.
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Transitions in runs represent occurrences of transitions in processes. If a tran-
sition is refined by a subprocess, the corresponding refinement of the transition
occurrence in the run is done by a run of the subprocess. Formally, we use the
same definition as above. Therefore, we have to define runs as particular sub-
processes. This is done in the obvious way: The set of input transitions consists
only of the unique transition of the run which is mapped to an input transition,
and likewise for output transitions.

Proposition 3. Let P be a process with a transition t and let Pt be a refinement
of t. Let P be the resulting process. Each run R of P is a refinement of a run R
of P where each occurrence of t (i.e., each transition of R mapped to t by pg)
is refined by a run RY of Pt. Conversely, each refinement of a run R of P with
respect to all occurrences of t (refined by a run R' of P! each) is a run of P.

In other words, the diagram given in Figure 7 commutes.
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Figure 8 shows a process (considered a main process here, hence the input
and output place), Figure 9 shows refinements of transitions b and ¢, Figure 10
shows a run (where for the sake of completeness also a marked input place and
an output place is added) and Figure 11 shows both, a run of the refined net
and a refinement of the run of Figure 10.

There exist other notions of concurrent runs, given by partial languages.
Each run of a process defines a partial order on the transitions occurring in the
process in an obvious way: A transition ¢ precedes a transition t’ if there is a
directed path leading from ¢ to t’. Each partial order over the same transitions
including this order is sometimes considered a possible execution of the process.
It is known that linearizations of the partial orders given by all runs correspond
to all occurrence sequences, when transitions are replaced by their respective
images according to the mapping pg. It is well known how to construct runs
from a given process [33] and it is straight-forward to check whether a Petri net
is a run of a process. The same is less obvious for partial language executions,
but [24] (supported by the tool described in [25]) shows that there is an efficient
way to answer this question, too. For runs as defined above, [20] (based on [13])
shows how to obtain a process by folding a given set of runs such that these runs
are actually runs of the process. For partial languages, a synthesis algorithm is
provided in [26].

4 Process Construction using Synthesis and Mining
Techniques

Although this section is the core of the paper, it only roughly describes how to
construct a process from given runs of different abstraction levels, provided by
experts. The motivation was given in the introduction.

1. First, identify start conditions, start actions and end actions of the process
to be defined.
2. Let relevant people define runs of the process on an abstract level.
3. Agree on the abstract actions that occur in these runs.
4. Synthesize a process from the runs using the techniques from [20, 26, 3].
5. Validate this process by generating runs (see next section).
6. Identify actions that have to be refined.
7. Identify experts that can provide information (namely runs) for these actions.
8. Agree on actions that occur in these runs.
9. Synthesize a process from the runs using the techniques from [20, 26, 3].
10. Validate this process by generating runs (see next section).
11. Tterate the procedure if there is a need for a higher refinement hierarchy.
12. Construct the entire flat process by refining all transitions on the abstract
level (possibly to be repeated for the next levels).
13. Analyze this process w.r.t. appropriate correctness criteria, such as liveness,
using known techniques for Petri nets.
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5 Validation by Generation of Runs

As seen in the previous section, the constructed processes are validated at various
steps. Whereas verification means to automatically or semi-automatically prove
desired properties, validation aims at checking correctness w.r.t. the reality to be
modelled [16, 17]. Starting with the VIP project [8], we have developed a valida-
tion technique which is based on the construction of runs from a given process.
Additionally, desired properties can be edited in the process and checked for all
generated runs. This way, the process as well as the specification of properties
can be validated by the user of the VIP-tool. For example, he can see which
runs are ruled out by a behavioral specification and which runs agree with the
specification. If the process is modelled correctly, this way the specification is
validated. If the specification can be assumed to hold for the process, this way
the process is validated.

In our setting, the VIP approach is used to validate the generated processes
on different levels. Users are the respective experts. If it turns out that the gen-
erated process can generate undesired runs then an according specification is
formulated, validated as described above and finally implemented by an accord-
ing modification of the process. This procedure is iterated as often as necessary.

Finally, the specifications used in the last step of the procedure described in
the previous section is first validated by the VIP tool before it is used to prove
correctness of the final process.

The process definition of this paper is closely related to the definition of
workflow nets in [1]. However, an important difference is that workflow nets are
assumed to have no memory. They are executed starting with an empty marking.
In contrast, we assume that processes can remember their past. For example,
the process of Figure 2 will execute ¢ and d in its first run, and a and b in its
second run. So also the specification of runs has to take additional conditions
into account which determine which variant of the process has to be executed.

6 Conclusion

This contribution presents the idea of a systematic stepwise construction of a
process net in a completely informal setting. Roughly speaking, this idea copied
ideas from conceptual data modelling. In particular, I looked at the KCPM
project and its predecessors.

Refinement and the relation between processes and related runs only rapport
for partial order semantics, as illustrated in the paper. The idea also heavily
depends on techniques to automatically derive processes from runs, techniques
which have been developed for synthesis and for mining in the last years. Only
recently, such techniques have been developed for partially ordered runs, which
is necessary for this approach.

Since we only presented the idea, most of the work has still to be done.
There are various technical questions. For example, it is important to reduce the
complexity of the synthesis techniques. We are quite confident that the modular
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approach presented in this paper helps to keep the single processes sufficiently
small. Whereas this modularity is vertical, a horizontal composition of modules
would be useful in this setting, too.

Another question which appears to be of importance is how to deal with
different granularity of actions formulated by different experts and related ter-
minology problems. Since these questions are not specific to process modelling,
results from data modelling might be reusable.

The most important and last point to be mentioned is that the research shall
not be guided by theoretical questions but rather by application examples and
solid evaluation. Only this way the really important problems will show up, and
only this way a really useful concept can arise.
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