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including those of characteristic two.

0. Introduction

Let n be an nonnegative integer. A solution to the classification problem for n-dimensional nonas-
sociative algebras, possibly without a unit, consists in setting up a list of examples which represents
each isomorphism class exactly once. Such a list may also be interpreted as a parametrization of
the orbit space GL(V ) \ Hom(V ⊗ V, V ), where V is an n-dimensional vector space acted upon
canonically by the full linear group, with the induced diagonal action on V ⊗ V and its natural
extension to Hom(V ⊗ V, V ). In this way, the classification problem for n-dimensional algebras
relates to questions in invariant theory.

In this paper, we solve the classification problem for two-dimensional nonassociative algebras over
arbitrary base fields. The principal building blocks of our classification are derived from the two-
dimensional split étale algebra (which agrees with the direct sum of two copies of the base field),
from the theory of quadratic field extensions (including the (purely) inseparable ones in character-
istic two), and from the algebra of dual numbers. In fact, our final results lead to the paradoxical
conclusion that arbitrary nonassociative algebras in dimension two are almost as well understood
as the (commutative-associative) ones containing a unit.

A few words about the historical context are in order. Two-dimensional real algebras which are
associative were classified by Benjamin Peirce [16] as early as 1881. The classification of two-
dimensional real division algebras (the term “nonassociative” always being understood) is due to
Althoen and Kugler [3] (see also Burdujan [5] or Cali and Josephy [6] for a similar approach). The
starting point of their investigation is the fact, originally due to Segre [17], for which they provide
an independent elementary proof, that a two-dimensional real division algebra contains at least
one and at most three nonzero idempotents. A completely different solution to the problem was
recently given by Gottschling [8]; in fact, the present work grew out of an attempt to understand
Gottschling’s paper. In connection with his algebraic approach to quadratic differential equations,
Markus [13] classified two-dimensional real algebras, with or without zero divisors, which are com-
mutative. Along similar lines, a quick classification of two-dimensional commutative algebras over
an algebraically closed field of characteristic not 2 or 3 is due to Walcher [18]. The classifica-
tion problem for arbitrary two-dimensional real algebras containing zero divisors was taken up by
Luchian [12] and subsequently solved completely by Althoen and Hansen [2].

Aside from being confined to the base field of real numbers, the dominant feature most of these
investigations have in common is that they invariably deal with algebras in terms of their structure

1991 Mathematics Subject Classification. Primary 17A99; Secondary 17A75, 17A45



constants and multiplication tables relative to a given basis. By contrast, the base field in our
investigation is completely arbitrary, and structure constants or multiplication tables almost never
play a significant role. Instead, our approach is based on the following main ingredients.

The first important step consists in setting up the dichotomy between regular and singular algebras
(1.4). Using principal Albert isotopes [1, Theorem 5], Kaplansky’s Trick 1.5 relates the former
to unital algebras of dimension two, whose detailed description is recalled in 1.7. The key to our
subsequent investigation of regular algebras is then provided by the notion of the unital heart (1.10)
and the isomorphism criterion 1.12, giving necessary and sufficient conditions for two-dimensional
regular algebras with the same unital heart to be isomorphic.

In Section 2, we address ourselves to the problem of classifying two-dimensional algebras whose
unital heart is étale. This problem will be solved in two steps, the first one being the Tight
Enumeration Theorem 2.3 which breaks up the whole class of algebras into seven disjoint blocks,
the second one being the Classification Theorem 2.12 which gives necessary and sufficient conditions
for any two members in each block to be isomorphic. In Section 3 we carry out the same program
for two-dimensional regular algebras whose unital heart is either the algebra of dual numbers or an
inseparable quadratic field extension of characteristic two. Somewhat surprisingly, the treatment
of the former case (3.4), consisting of no less than twelve disjoint blocks of algebras, turns out
to be much more involved than the one of the latter (3.6), with only three such blocks. Section
4 is devoted to the study of singular (= nonregular) algebras. Though this case is considerably
easier to deal with than the case of regular algebras, it still takes a fair amount of work before
the classification of bisingular algebras (4.11) as well as that of strictly left and right singular ones
(4.16,4.17) is finally complete. The paper concludes with an application in Section 5 to quasi
composition algebras, i.e., to composition algebras “without a unit”, whose study goes back to the
author [14].

1. Regularity and the unital heart

1.0 Throughout this paper, we fix an arbitrary base field k and a vector space V over k. Later
on, we will specify V to have dimension 2 but, for the time being, V is arbitrary.

1.1 The vector space of algebras. Following Koecher [11], the totality of (nonassociative, not
necessarily unital) algebra structures on V is denoted Alg(V ), so

Alg(V ) = Homk(V ⊗k V, V )

is a vector space over k in its own right, of dimension n3 if V has dimension n ∈ N. Given
A ∈ Alg(V ), we write xAy for the product of x, y ∈ V relative to the algebra A or simply xy if
the context is clear. The left and right multiplication of A will be denoted by LA, RA, respectively,
dropping subscripts whenever there is no danger of confusion. We will write Aop for the opposite
algebra of A, so xAopy = yAx for all x, y ∈ V .

1.2 A group action. We write
G = GL(V )×GL(V )

for the direct product of two copies of the full linear group of V and let it act on Alg(V ) by means
of principal Albert isotopes [1, Theorem 5] as follows: Given A ∈ Alg(V ) and (f, g) ∈ G, we define
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A(f,g) ∈ Alg(V ) by the formula

(1) xA(f,g)y = f(x)Ag(y) (x, y ∈ V ).

It is indeed straightforward to check that this defines a right action of G on Alg(V ) which is
compatible with passing to the opposite algebra in the sense that

(2) A(f,g)op = Aop(g,f).

We also have the following result.

1.3 Lemma. Let A,B ∈ Alg(V ) and (f, g) ∈ G. Then every isomorphism ϕ : A
∼−→ B is also an

isomorphism ϕ : A(f,g) ∼−→ B(f ′,g′) where f ′ = ϕfϕ−1, g′ = ϕgϕ−1.

Proof. This follows from

ϕ(xA(f,g)y) = ϕ(f(x)Ag(y))

= ϕ(f(x))Bϕ(g(y))

= f ′(ϕ(x))Bg′(ϕ(y))

= ϕ(x)B(f ′,g′)ϕ(y)

for all x, y ∈ V. ¤

1.4 Regularity. An algebra A ∈ Alg(V ) is said to be left regular if some u ∈ V satisfies LA(u) ∈
GL(V ); otherwise, A is called left singular. Dually for the properties of being right regular and right
singular. A is said to be regular if it is both left and right regular, otherwise singular. Clearly, A is
left regular if and only if Aop is right regular. It also follows easily from (1.2.1) that, if A ∈ Alg(V )
is regular, so is A(f,g) for all (f, g) ∈ G.

The importance of the preceding notions derives from the fact that regular algebras are principal
Albert isotopes of unital ones. More precisely, a slight generalization due to Elduque-Pérez [7] of
an old trick of Kaplansky’s [10] leads to the following result.

1.5 Kaplansky’s Trick. For a regular algebra A ∈ Alg(V ) choose elements u, v ∈ V such that
f = RA(v), g = LA(u) are bijective and put B = A(f ′,g′) where f ′ = f−1, g′ = g−1. Then
A = B(f,g), and B is unital with identity element e = uAv.

Proof. We have A = B(f,g) by 1.2 and e = f(u) = g(v). Hence u = f ′(e), v = g′(e), so for all x ∈ V
we obtain

eBx = f ′(e)Ag′(x) = LA(u)LA(u)−1x = x

and, similarly, xBe = x. ¤

1.6 Twodimensional algebras. From now on, we focus attention on two-dimensional algebras.
Accordingly, we will assume for the rest of the paper that our vector space V over k has dimension
2. Then every two-dimensional algebra over k is isomorphic to some element of Alg(V ).

We begin by recalling from Bourbaki [4, III §2 Proposition 3, p. 441] the following description of
unital algebras in dimension two.
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1.7 Proposition. Let K be a unital k-algebra of dimension two. Then precisely one of the fol-
lowing holds.

a) K is étale, i.e., K/k is either a separable quadratic field extension or K ∼= k ⊕ k splits.

b) K = k[ε], ε2 = 0, is the algebra of dual numbers.

c) k has characteristic two, and K/k is a (purely) inseparable field extension (of exponent one).

¤

1.8 Quadratic algebras. According to 1.7, a unital k-algebra K of dimension two is not only
commutative associative but also quadratic: Referring to Bourbaki [4, III, §2, p. 440] for details,
we record that there exists a unique pair (t, n) consisting of a linear form t : K → k, the trace, and
a quadratic form n : K → k, the norm, satisfying

x2 − t(x)x + n(x)1 = 0

for all x ∈ K; in fact, t(x) (resp. n(x)) agrees with the trace (resp. the determinant) of the linar
map LK(x). Also, the conjugation

(1) τ : K −→ K, x 7−→ τx = t(x)1− x,

is an involution of K, i.e., a k-automorphism of period two.

Given a unital algebra K ∈ Alg(V ), we agree upon the following notational conventions: We write
xy = xKy for x, y ∈ V and L = LK for the left (= right) multiplication of K. The unit group of K
will be denoted by K×, inversion by x−1 for x ∈ K×. Recall that x ∈ K is invertible iff n(x) 6= 0,
and then

(2) x−1 = n(x)−1τx.

We let Aut(K) stand for the group of k-algebra automorphisms of K. Its natural action on K will
be written exponentially as (σ, x) 7−→ σx.

In order to link two-dimensional regular algebras with unital ones in the appropriate manner, 1.5
will be important but not quite enough. We need the following additional preparation.

1.9 Lemma. Let K ∈ Alg(V ) be unital and (f, g) ∈ G. Putting K ′ = K(f,g), the following
statements are equivalent.

(i) K ′ is unital.

(ii) K ′ is a Jordan isotope of K, i.e., there exists an element w ∈ K× satisfying K ′ = K(w),
where K(w) ∈ Alg(V ) is given by

xK(w)y = xwy

for all x, y ∈ V.

(iii) K ′ ∼= K.
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In this case, w in (ii) satifies w−1 = 1K′ and is unique. Also, there are elements u, v ∈ K× such that
w = uv, f = L(u), g = L(v). Finally, ϕ : K ′ −̃→ K is an isomorphism if and only if ϕ = σL(w)
for some σ ∈ Aut(K).

Proof. The implication (iii) ⇒ (i) is obvious.
(i) ⇒ (ii). By (1.2.1), the identity element e′ of K ′ fulfills the relations

L(f(e′))g = 1 = R(g(e′))f = L(g(e′))f,

so f(e′), g(e′) are invertible in K, with inverses u = g(e′)−1, v = f(e′)−1 satisfying f = L(u), g =
L(v). Hence, setting w = uv,

xK ′y = f(x)g(y) = uxvy = xwy

for all x, y ∈ V, and this is (ii).
(ii) ⇒ (iii). One checks immediately that L(w) : K ′ = K(w) −̃→ K is an ismorphism, giving (iii).
Of the additional statements, the first one is obvious whereas the second one has been established
in the course of proving the implication (i) ⇒ (ii). Finally, L(w) trivially being an isomorphism
K ′ −̃→ K, an arbitrary map from K ′ to K is an isomorphism if and only if it differs from L(w) by
an automorphism of K as indicated. ¤

1.10 Unital Heart Proposition. For all A ∈ Alg(V ), the following statements are equivalent.

(i) A is regular.

(ii) There exist a unital algebra K ∈ Alg(V ) and (f, g) ∈ G satisfying A ∼= K(f,g).

In this case, K is unique up to isomorphism and is called the unital heart of A.

Proof. While the implication (i) ⇒ (ii) has been established in 1.5, its converse was noted in 1.4.
It therefore remains to show that K as in (ii) is unique up to isomorphism. To see this, let also
K ′ ∈ Alg(V ) be unital such that A ∼= K ′(f ′,g′) for some (f ′, g′) ∈ G. Then there are (f ′′, g′′) ∈ G
satisfying K ′ ∼= K(f ′′,g′′) (1.2, 1.3), forcing K ′ and K to be isomophic (1.9). ¤

1.11 Classification strategy. Before we proceed to outline our strategy for solving the classi-
fication problem, a word of caution about 1.7. It would be a mistake to construe this result as
yielding a classification of unital algebras in dimension two since the structure of quadratic field
extensions remains completely in the dark and actually depends on k itself in a delicate manner;
for example, separable quadratic field extensions are classified by H1(k,Z/Z2).

On the other hand, our principal results will show that arbitrary two-dimensional algebras are
fully understood once a full understanding of quadratic field extensions, not necessarily separable,
is taken for granted. An essential part of this will be accomplished by fixing an arbitrary unital
k-algebra K in dimension two and by classifying all two-dimensional regular algebras whose unital
heart is K. As we shall see below, the outcome of this classification strongly depends on which type
a),b),c) in 1.7 the algebra K belongs to. In addition, the following isomorphism criterion, which
happens to generalize 1.9, will play a crucial role.
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1.12 Isomorphism Criterion. Let K ∈ Alg(V ) be unital and (f, g), (f ′, g′) ∈ G. Then for any
ϕ the following statements are equivalent.

(i) ϕ : K(f,g) −̃→ K(f ′,g′) is an isomorphism.

(ii) There are elements u, v ∈ K× and σ ∈ Aut(K) satisfying

f ′ = L(v−1)σfσ−1L(uv),

g′ = L(u−1)σgσ−1L(uv),

ϕ = L((uv)−1)σ.

Proof. (i) ⇒ (ii). By 1.2, 1.3 we obtain an isomorphism

ϕ : K −̃→ K(f ′′,g′′), f ′′ = f ′ϕf−1ϕ−1, g′′ = g′ϕg−1ϕ−1,

so 1.9 applies to the isomorphism ψ = ϕ−1 : K(f ′′,g′′) −̃→ K. Hence we can find invertible elements
u, v ∈ K and ρ ∈ Aut(K) such that f ′′ = L(u), g′′ = L(v), ψ = ρL(uv). Setting σ = ρ−1, this
implies ϕ = L((uv)−1)σ,

f ′ = f ′′ϕfϕ−1 = L(u)L((uv)−1)σfσ−1L(uv)

= L(v−1)σfσ−1L(uv)

and, similarly, g′ = L(u−1)σgσ−1L(uv).
(ii) ⇒ (i). Observing f ′ = L(v−1)σfϕ−1, g′ = L(u−1)σgϕ−1, we compute, for all x, y ∈ V,

ϕ(x)K(f ′,g′)ϕ(y) = f ′(ϕ(x))g′(ϕ(y)) (by(1.2.1))

= v−1σ(f(x))u−1σ(g(y))

= (uv)−1σ(f(x)g(y))

= ϕ(xK(f,g)y).

Hence ϕ : K(f,g) −̃→ K(f ′,g′) is an isomorphism. ¤

1.13 Corollary. Let K ∈ Alg(V ) be unital and (f, g) ∈ G. Then

(det f mod n(K×), det g mod n(K×))

is an invariant of K(f,g) in (k×/n(K×))2.

Proof. Compare determinants in 1.12 (ii) and use n(x) = detL(x) for x ∈ V (1.8). ¤

1.14 Corollary. In 1.13 we have
K(f,g) ∼= K(af,bg)

for all a, b ∈ k×.

Proof. Put u = a1, v = b1, σ = 1 in 1.12. ¤
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2. Regular Algebras with étale heart

2.0 In this section, we fix an étale k-algebra K ∈ Alg(V ) and wish to classify all two-dimensional
regular algebras with unital heart isomorphic to K. For this purpose, we add to 1.8 the following
notational conventions. Writing

(1) S(K) = {x ∈ V | n(x) = 1}

for the “unit sphere” belonging to the quadratic space (V, n), we have

(2) S(K) = {τvv−1 | v ∈ K×}

by Hilbert’s Theorem 90. Once and for all we choose a full set of representatives containing 1 of
K× mod S(K) and call it M. Also, if K ∼= k⊕k is split, we pick one of the two idempotents 6= 0, 1
of K and call it c. Notice that

Aut(K) = {1, τ}.

2.1 The Cayley-Dickson doubling process. Starting from K and a scalar a ∈ k×, the Cayley-
Dickson doubling process leads to a quaternion algebra Cay(K, a) over k which is defined on K⊕K
by the multiplication

(1) (x, y)(x′, y′) = (xy + aτy′y, y′x + yτx′)

for x, y, x′, y′ ∈ K, see [15] for details. The key to the classification of algebras with étale heart is
the following elementary observation for which I have not found any reference in the literature.

2.2 Proposition. The assignment

(x, y) 7−→ L(x) + L(y)τ

gives an isomorphism Cay(K, 1) −̃→ Endk(V ) of quaternion algebras. In particular, we have

(1) Endk(V ) = L(K)⊕ L(K)τ

as a direct sum of subspaces and

det(L(x) + L(y)τ) = n(x)− n(y)

for all x, y ∈ V.

Proof. Since we are dealing with simple algebras of the same dimension, the first part will follow once
we have shown that the map in question is a homomorphism. But this is an immediate consequence
of (2.1.1) combined with the relation τL(y) = L(τy)τ for all y ∈ K. The second statement is now
obvious whereas the third follows from the fact that norms of composition algebras are preserved
by isomorphisms. ¤

2.3 Tight Enumeration Theorem for Algebras with Étale Heart. Let A be a regular k-
algebra of dimension two with unital heart isomorphic to a given two-dimensional étale k-algebra
K. Then A is isomorphic to precisely one of the following.

a) K(1+L(y)τ,g), y ∈ M − {1}, g ∈ GL(V ).
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b) K(1,τ).

c) K(τ,L(y)τ), y ∈ S(K).

d) K(ρ,1+L(y)τ), ρ ∈ {1, τ}, y ∈ K, n(y) 6= 1.

e) K(ρ,L(c)+L(y)τ),Ksplit , ρ ∈ {1, τ}, y ∈ K×, cy = c.

f) K(1+L(c)τ,g),Ksplit, g ∈ GL(V ),

g) K(L(c)+τ,g),Ksplit, g ∈ GL(V ).

2.4 The proof of the Tight Enumeration Theorem requires several steps. We begin by introducing
the additional notation

(1) Id(K) = {d ∈ K | d2 = d}
for the set of idempotents in K. Notice that Id(K) consists of four or two elements according as K
is split or not. Given d ∈ Id(K) we put d∗ = 1− d ∈ Id(K). For d 6= 0, 1, which can only happen if
K is split, we have

(2) n(ad + bd∗) = ab

for a, b ∈ k.

2.5 Lemma. Every element x ∈ K admits an element v ∈ K× satisfying v−1x ∈ Id(K).

Proof. For x ∈ K× (resp. x = 0) put v = x (resp. v = 1). We are left with the case 0 6= x ∈ K−K×.
Then there are d ∈ Id(K) and a ∈ k× such that d 6= 0, 1 and x = ad. Putting v = ad + d∗, we are
done. ¤

2.6 Lemma. For all y, y′ ∈ K satisfying n(y) = n(y′), the following statements are equivalent.

(i) There exists an element w ∈ K such that n(w) = 1 and y′ = wy.

(ii) y, y′ are both invertible or there exists an element a ∈ k× such that y′ = ay.

Proof. The assertion is obvious if y, y′ are both invertible or y = 0 or y′ = 0. By symmetry we are
left with the case 0 6= y ∈ K −K×. Then there are elements d ∈ Id(K), b ∈ k× such that d 6= 0, 1
and y = bd.
(i) =⇒ (ii). We have w = ad + a−1d∗ for some a ∈ k× ((2.4.2)), hence y′ = wy = abd = ay.
(ii) =⇒ (i). y′ = ay = wy where w = ad + a−1d∗ ∈ k has norm 1 ((2.4.2)). ¤

2.7 Lemma. Let d ∈ Id(K), d 6= 0, 1.

a) For every a ∈ k there is an element u ∈ K satisfying n(u) = a and du = d.

b) If v ∈ K and σ ∈ Aut(K) satisfy dv = σd, then σ = 1.

c) If v ∈ K satisfies dv = dτv, then v = a1 for some a ∈ k.

Proof. a) Put u = d + ad∗ and observe (2.4.2).
b) This ist clear since d and τd = d∗ generate complementary ideals in K.
c) Applying τ to the relation dv = dτv yields d∗v = d∗τv, and adding up shows that v remains fixed
under τ. ¤
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2.8 Lemma. Let d, d′ ∈ Id(K), g, g′ ∈ GL(V ), and suppose y, y′ ∈ K satisfy n(d) 6= n(y), n(d′) 6=
n(y′).

a) We have
K(L(d)+L(y)τ,g) ∼= K(L(d′)+L(y′)τ,g′)

if and only if there are elements u, v ∈ K× and σ ∈ Aut(K) such that

d′ = uσd, y′ = τuτvv−1σy

and
g′ = L(u−1)σgσ−1L(uv).

b) If the statements of a) are fulfilled, then

d′ = σd,

and y′ is invertible (resp. nonzero) if and only if y is. Finally, d = 1 forces d′ = u = 1.

Proof. By the isomorphism criterion 1.12, the two algebras are isomorphic if and only if u, v ∈
K×, σ ∈ Aut(K) exist such that g′ = L(u−1)σgσ−1L(uv) and

L(d′) + L(y′)τ = L(v−1)σ(L(d) + L(y)τ)σ−1L(uv)

= L(v−1)(L(σd) + L(σy)τ)L(uv)

= L(uσd) + L(τuτvv−1σy)τ

Comparing components in the sense of (2.2.1), the asserted equivalence follows. If both statements
are fulfilled,

uσd = d′ = d′2 = u2σd2 = u2σd,

forcing d′ = uσd = σd, as claimed. The rest is clear. ¤

2.9 Lemma. Let (f, g) ∈ G. Then there exists an element (f ′, g′) ∈ G such that K(f,g) ∼= K(f ′,g′)

and f ′ satisfies one of the following conditions.

a) f ′ = 1 + L(y)τ for some y ∈ K×, n(y) 6= 1.

b) f ′ = 1 + L(d)τ for some d ∈ Id(K), d 6= 1.

c) f ′ = L(d) + τ for some d ∈ Id(K), d 6= 1.

Proof. By 2.2 we have f = L(x) + L(y)τ for some x, y ∈ V satisfying n(x) 6= n(y). Hence 2.5 yields
an element v ∈ K× such that e = v−1x ∈ Id(K). Applying the isomorphism criterion 1.12 with
u = v−1, σ = 1, we may assume x = e ∈ Id(K) and are then left with the following cases.

Case 1. e = 1.
For y ∈ K× we obtain a). For y ∈ K −K× we obtain y = ad for some a ∈ k×, d ∈ Id(K) − {1}.
Since n(y) = 0 = n(d), we conclude from 2.6 that d = wy for some w ∈ K having norm 1. Hence
there exists v ∈ K× such that w = τvv−1 ((2.0.2)), so 2.8 a) for u = 1, σ = 1 leads to some f ′ as
in b).
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Case 2. e = 0.
Then y ∈ K×, and 2.8 a) for u = τy−1, σ = 1, v = 1 leads to some f ′ as in c) (with d = 0).

Case 3. e 6= 0, 1.
Then n(y) 6= n(e) = 0, so y is invertible, and 2.7 a) yields an element u ∈ K satisfying ue = e and
n(u) = n(y−1). This implies n(τuy) = 1, hence τuy = τww−1 for some w ∈ K× ((2.0.2)). We may
therefore apply 2.8 a) with v = w−1, σ = 1 to arrive at some f ′ ∈ GL(V ) as in c). ¤

2.10 We are now in a position to carry out the proof of 2.3. The Unital Heart Proposition 1.10
allows us to assume A = K(f,g) for some (f, g) ∈ G, and by 2.9 we are left with the following cases.

Case 1. f = 1 + L(y)τ, y ∈ K×, n(y) 6= 1.
Then M contains an element y′ 6= 1 satisfying n(y) = n(y′), so some v ∈ K× has y′ = τvv−1y
((2.0.2)). Setting u = 1, σ = 1 in 2.8, we conclude that there exists a g′ ∈ GL(V ) such that
A ∼= K(f ′,g′) where f ′ = 1 + L(y′)τ. Hence A satisfies 2.3 a).

Case 2. f = 1 + L(d)τ, d ∈ Id(K), d 6= 1.
We consider the following subcases.

Case 2.1. d = 0.
Then f = 1 and g = L(x)+L(y)τ where x, y ∈ V satisfy n(x) 6= n(y) (2.2). Choosing a unit v ∈ K
satisfying e = vx ∈ Id(K) (2.5), we may apply 2.8 with u = 1, v, σ = 1 to conclude A ∼= K(1,g′)

where g′ = L(e) + L(y′)τ for some y′ ∈ K. Hence we may assume g = L(e) + L(y)τ such that
e ∈ Id(K), y ∈ V satisfy n(e) 6= n(y). This being so, we break the situation up into the following
sub-subcases.

Case 2.1.1. e = 1.
Then g = 1 + L(y)τ and n(y) 6= 1. Hence A satisfies 2.3 d) with ρ = 1.

Case 2.1.2. e = 0.
Then g = L(y)τ, and y is invertible. Setting u = 1, v = τy−1, σ = 1 in 2.8, we conclude that
A ∼= K(1,τ) satisfies 2.3 b).

Case 2.1.3. e 6= 0, 1.
Then K is split, and y is invertible. Also, there are σ ∈ Aut(K) and a ∈ k× satisfying c = σe and
ey = ae. Setting u = 1, v = c + a−1c∗ in 2.8, we conclude A ∼= K(1,g′) where

g′ = σ(L(e) + L(y)τ)σ−1L(v)

= L(cv) + L(σyτv)τ

= L(c) + L(z)τ

and z = σyτv has cz = cσyτv = acτv = c. Hence A satisfies 2.3 e) with ρ = 1.

Case 2.2. d 6= 0, 1.
Then K is split and c = σd for some σ ∈ Aut(K). Also, setting u = v = 1 in 2.8, we conclude
A ∼= K(f ′,g′) for f ′ = 1 + L(c)τ and some g′ ∈ GL(V ). Hence A satisfies 2.3 f).

Case 3. f = L(d) + τ, d ∈ Id(K), d 6= 1.
Again we consider the following subcases.

Case 3.1. d = 0.
Then f = τ and g = L(x)+L(y)τ where x, y ∈ V satisfy n(x) 6= n(y). By 2.5 we find a unit w ∈ K
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such that e = w−1x ∈ Id(K). Now 2.8 with v = w−1, u = v−1τv, σ = 1 implies A ∼= K(f ′,g′) where
f ′ = τ and

g′ = L(vτv−1)(L(x) + L(y)τ)L(τv)

= L(e) + L(v2τv−1y)τ.

Hence we may assume g = L(e) + L(y)τ such that e ∈ Id(K), y ∈ V satisfy n(e) 6= n(y). As before,
we proceed by considering the following sub-subcases.

Case 3.1.1. e = 1.
This gives g = 1 + L(y)τ and n(y) 6= 1, so A satisfies 2.3 d) with ρ = τ.

Case 3.1.2. e = 0.
Then g = L(y)τ and y ∈ K×. Hence 2.8 with v = y−1, u = τvv−1 = τy−1y, σ = 1 yields A ∼= K(τ,g′)

where
g′ = L(τyy−1)L(y)τL(τy−1) = L(z)τ

and z = τyy−1 has norm 1. Therefore A satisfies 2.3 c).

Case 3.1.3. e 6= 0, 1.
Then K is split and y is invertible. Also, there are σ ∈ Aut(K) and a ∈ k× satisfying c = σe and
ey = ae. Setting v = c + ac∗, u = τvv−1 in 2.8, we obtain A ∼= K(τ,g′) where

g′ = L(τv−1v)σ(L(e) + L(y)τ)σ−1L(τv)

= L(vc) + L(τv−1v2σy)τ

= L(c) + L(z)τ

and z = τv−1v2σy satisfies

cz = τv−1v2cσy = τv−1v2ac

= ac(a−1c + c∗)(c + a2c∗) = c.

Hence A satisfies 2.3 e) with ρ = τ .

Case 3.2. d 6= 0, 1.
Then c = σd for some σ ∈ Aut(K), and 2.8 with u = v = 1 yields an element g′ ∈ GL(V ) such that
A ∼= K(f ′,g′) where f ′ = L(c) + τ. Hence A satisfies 2.3 g).

To complete the proof of 2.3, it now suffices to show that algebras A,B belonging to different ones
among the types a) - g) cannot be isomorphic. But this follows immediately by observing (1.2.2)
and by applying 2.8 either to A,B or to Aop, Bop. ¤

2.11 In order to complete the classification of algebras with étale heart, it is obviously enough
to exhibit necessary and sufficient conditions for two algebras belonging to the same type a) - g)
of the Tight Enumeration Theorem 2.3 to be isomorphic. This objective is empty for type b) and
for the remaining types will be accomplished as follows.
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2.12 Classification Theorem for Algebras with Étale Heart. Let K be a two-dimensional
étale k-algebra as in 2.0.

a) For y, z ∈ M − {1} and g, h ∈ GL(V ), we have

K(1+L(y)τ,g) ∼= K(1+L(z)τ,h)

if and only if y = z and there exists an element a ∈ k× such that h = ag or h = aτgτL(y−1).

c) For y, z ∈ S(K) we have
K(τ,L(y)τ) ∼= K(τ,L(z)τ)

if and only if y ≡ z mod S(K)3 or y ≡ τz mod S(K)3.

d) For ρ, σ ∈ {1, τ} and y, z ∈ K satisfying n(y) 6= 1 6= n(z), we have

K(ρ,1+L(y)τ) ∼= K(σ,1+L(z)τ)

if and only if ρ = σ and either y = z or y = τz.

e) Let K be split. For ρ, σ ∈ {1, τ} and y, z ∈ K× satisfying cy = c = cz, we have

K(ρ,L(c)+L(y)τ) ∼= K(σ,L(c)+L(z)τ)

if and only if ρ = σ and y = z.

f) Let K be split. For g, h ∈ GL(V ) we have

K(1+L(c)τ,g) ∼= K(1+L(c)τ,h)

if and only if there exists an element a ∈ k× such that h = ag.

g) Let K be split. For g, h ∈ GL(V ) we have

K(L(c)+τ,g) ∼= K(L(c)+τ,h)

if and only if there exists an element a ∈ k× satisfying h = ag.

Proof. The two algebras mentioned in each one of the six cases a), c) - g) above are isomorphic
if and only if u, v ∈ K× and ι ∈ Aut(K) exist such that the relations stated in 2.8 a), henceforth
referred to as critical, are fulfilled. It therefore suffices to determine in each case what these critical
relations mean for the parameters involved.
a) Here the critical relations read

(1) z = τvv−1σy, h = ιgι−1L(v)

and imply n(z) = n(y), hence y = z by the definition of M (2.0). Therefore (1) holds if and only
if there exists a scalar a ∈ k× such that v = a1, h = ag for ι = 1 and v = ay−1, h = aτgτL(y−1)
for ι = τ.
c) The critical relations have the form

1 = τuτvv−1, L(z)τ = L(u−1)ιL(y)τι−1L(uv),
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allowing us to deduce first u = τvv−1 and then z = τv−1v2ιy. Comparing norms, we conclude
v ∈ S(K), hence z = v3ιy. Reading this argument backwards completes the proof of c).
d) By 2.8 b) we may assume ρ = σ and then distinguish the following cases.

Case 1. ρ = σ = 1. Then the critical relations reduce to

1 + L(z)τ = ι(1 + L(y)τ)ι−1L(v)

= L(v) + L(ιyτv)τ.

By (2.2.1) this is equivalent to v = 1, z = ιy, and we are done.

Case 2. ρ = σ = τ.
Here the critical relations reduce to τuτvv−1 = 1, i.e., u = τvv−1, and

1 + L(z)τ = L(τv−1v)ι(1 + L(y)τ)ι−1L(τv)

= L(v) + L(τv−1v2ιy)τ,

which again is equivalent to v = 1, z = ιy.
e) Here we may also assume ρ = σ, and also distinguish the following cases.

Case 1. ρ = σ = 1.
This time the critical relations attain the form

L(c) + L(z)τ = ι(L(c) + L(y)τ)ι−1L(v)

= L(ιcv) + L(ιyτv)τ,

which is equivalent to
c = ιcv, z = ιyτv.

By 2.7 b) this implies ι = 1, cv = c, z = yτv, hence c = cz = cyτv = cτv. Therefore 2.7 c) yields
v = 1, z = y.

Case 2. ρ = σ = τ.
We have to deal with the critical relations τuτvv−1 = 1, i.e., u = τvv−1, and

L(c) + L(z)τ = L(τv−1v)ι(L(c) + L(y)τ)ι−1L(τv)

= L(ιcv) + L(τv−1v2ιy),

which is equivalent to
c = ιcv, z = τv−1v2ιy.

As before, this forces ι = 1, c = cv, z = τv−1v2y, whence cτv = cτvz = cv2y = c. Again we conclude
from this v = 1, z = y.
f) The critical relations read

c = τvv−1ιc, h = ιgι−1L(v),

forcing ι = 1 by 2.7 b) and cv = cτv. Hence 2.7 c) gives v = a1, h = ag for some a ∈ k×. The
converse follows from 1.14.
g) Finally, we have to deal with the critical relations h = L(u−1)ιgι−1L(uv) and

c = uιc = ιc, τuτvv−1 = 1,
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forcing ι = 1, u = τvv−1, vc = τvc, which, again by 2.7 c), implies v = a1, u = 1, h = ag for some
a ∈ k×. ¤

3. Regular algebras with nonétale heart

3.0 In this section, we will be concerned with the problem of classifying regular two-dimensional
algebras whose unital heart is not étale. Our solution to this problem strongly depends on whether
the unital heart is the algebra of dual numbers (1.7 b)) or an inseparable quadratic field extension
of characteristic two (1.7 c)). To a considerable extent, however, we will be able to treat both cases
simultaneously.

3.1 A common language. Let K be unital two-dimensional k-algebra which is not étale. Then
there exists an element θ ∈ K satisfying K = k[θ] and θ2 = µ1 for some µ ∈ k. Indeed, if
K = k[ε], ε2 = 0, is the algebra of dual numbers, we may put θ = ε and then have µ = 0; on the
other hand, if K/k is an inseparable quadratic field extension of characteristic two, any θ ∈ K−k1
will do, forcing µ to be nonzero.

This being so, the subgroup
Γ = {t ∈ k× | t2µ = µ}

of k×, which agrees with all of k× or {1} according as µ is zero or not, acts effectively on K by
automorphisms via

(t, a1 + bθ) 7−→ t(a1 + bθ) = a1 + tbθ

for t ∈ Γ, a, b ∈ k. In fact, every (k-linear) automorphism of K has the form

(1) σt : K −→ K, x 7−→ tx,

for some t ∈ Γ.

It is easy to see that the decomposition (2.2.1), which was so crucial to the classification of algebras
with étale heart, always breaks down in the nonétale case. The following result serves as an adequate
substitute for this deficiency.

3.2 Proposition. Let K ∈ Alg(V ) be unital but not étale. Then, notations being as in 3.1, the
k-linear map ∂ : V → V given by ∂(1) = 0, ∂(θ) = 1 is a τ -derivation of K, so

(1) ∂(xy) = ∂(x)y + τx∂(y) (x, y ∈ V )

or, equivalently,

(2) ∂L(x) = L(∂(x)) + L(τx)∂ (x ∈ V ).

Furthermore, we have the decomposition

(3) Endk(V ) = L(K)⊕ L(K)∂

as a direct sum of subspaces and

(4) det(L(x) + L(y)∂) = n(x) + ∆(x ∧ y) (x, y ∈ V )
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where ∆ stands for the k-linear isomorphism
∧2 V −̃→ k sending 1 ∧ θ to 1. Finally, the relation

(5) σt∂σ−1
t = t−1∂

holds for all t ∈ Γ and

(6) τ(a1 + bθ) = a1− bθ, n(a1 + bθ) = a2 − µb2

for all a, b ∈ k.

Proof. The first part of (6), (1) (or (2)) and (5) are checked by direct verification. In order to
establish (3), it suffices to show that the equation L(x) + L(y)∂ = 0 (x, y ∈ V ) has only the trivial
solution x = y = 0, which follows by applying the left-hand side first to 1 and then to θ. Identifying
Endk(V ) = Mat2(k) relative to the basis (1, θ) of V over k, we conclude

L(x) =
(

a µb
b a

)
, ∂ =

(
0 1
0 0

)

for x = a1 + bθ ∈ V, a, b ∈ k. Hence the second part of (6) is clear and (4) follows by explicit
computation. ¤

3.3 The τ -derivation ∂ of K defined in 3.2 is not intrinsic but depends on the generator θ of
K over k. More precisely, choosing another generator subject to the conditions spelled out in 3.1
amounts to replacing ∂ by t∂ for some t ∈ k×.

In contrast to the étale case (cf. 2.3, 2.12), tight enumeration and classification of regular algebras
with nonétale heart can be phrased all at once in a single theorem, strongly dependent, however,
on the precise nature of the unital heart. As before, all algebras considered are tacitly assumed to
be contained in Alg(V ).

3.4 Classification Theorem for Algebras with Dual Heart. Let K = k[ε], ε2 = 0, be the
algebra of dual numbers and A a regular k-algebra of dimension two with unital heart K. Then A
is isomorphic to precisely one of the following.

a) K.

b) K(1,L(bε)+∂) where b ∈ k× is unique mod k×2.

c) K(1,L(1+bε)+∂) where b ∈ k − {1} is unique.

d) K(1,a1+L(ε)∂) where a ∈ k − {0,−1} is unique.

e) K(L(bε)+∂,g), b ∈ k×, g ∈ GL(V ).

f) K(a1+L(ε)∂,L(bε)+∂) where a ∈ k − {0, 1,−1} is unique and b ∈ k× is unique mod k×2.

g) K(a1+L(ε)∂,L(1+bε)+∂) where a ∈ k − {0, 1,−1} and b ∈ k − {1} are unique.

h) K(1+L(ε)∂,L(bε)+∂) where char k 6= 2 and b ∈ k× is unique mod k×2.

i) K(1+L(ε)∂,L(bε)+L(1+ε)∂) where char k 6= 2 and b ∈ k× is unique.

j) K(a1+L(ε)∂,α1+L(ε)∂) where a, α ∈ k − {0,−1} are unique.
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k) K(a1+L(ε)∂,L(α1+ε)+L(ε)∂) where a ∈ k − {0,−1} is unique and α = − a
1+a .

l) K(a1+L(ε)∂,1) where a ∈ k − {0,−1} is unique.

Furthermore, given b, b′ ∈ k× and g, g′ ∈ GL(V ), we have

K(L(bε)+∂,g) ∼= K(L(b′ε)+∂,g′)

if and only if there are elements t, a ∈ k× satisfying b′ = bt2 and g′ = aσtgσ−1
t .

Remark. In 3.4 b), uniqueness mod k×2 of b ∈ k× is supposed to mean that elements b, b′ ∈ k× give
rise to isomorphic algebras if and only if b ≡ b′mod k×2. Analogous interpretations prevail in the
other cases of the classification list, as in 3.6 b), 4.11 below.

3.5 In order to phrase the analogue of 3.4 for an iseparable quadratic field extension K/k of
characteristic two rather than the algebra of dual numbers, we require the logarithmic derivative,
i.e., the group homomorphism

∂log : K× −→ K, x 7−→ (∂log)(x) = x−1∂(x),

whose kernel is k×1 and which plays a rôle similar to the one of the norm in the étale case, see
2.3 a),c), 2.12 a,c) above. Notice, however, that ∂ log is uniquely determined by K/k only up to
nonzero scalar factors (3.3).

3.6 Classification Theorem for Algebras with Inseparable Heart. Let K/k be an insepa-
rable quadratic field extension of characteristic two and A a regular twodimensional k-algebra with
unital heart K. Then A is isomorphic to precisely one of the following.

a) K.

b) K(1,L(x)+∂) where x ∈ V satisfying n(x) + ∆(x ∧ 1) 6= 0 is unique.

c) K(L(x)+∂,g) where x ∈ V satisfies n(x) + ∆(x ∧ 1) 6= 0 and g ∈ GL(V ).

Furthermore, given x, x′ ∈ V satisfying n(x)+∆(x∧ 1) 6= 0 6= n(x′)+∆(x′ ∧ 1) and g, g′ ∈ GL(V ),
we have

K(L(x)+∂,g) ∼= K(L(x′)+∂,g′)

if and only if there exists an element a ∈ k× such that either x′ = x and g′ = ag or

x 6= x′, x ≡ x′mod im ∂ log and g′ = agL(x− x′).

3.7 We will try as long as possible to prove these two results simultaneously and therefore return
to the general setup described in 3.1. Our first aim is to establish a number of technical results
that will turn out to be useful later on.
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3.8 Lemma. Given x, y ∈ V, u, v ∈ K×, t ∈ Γ, we have

L(v−1)σt(L(x) + L(y)∂)σ−1
t L(uv) =

L(u tx + t−1[∂(u) + τuv−1∂(v)] ty) + L(t−1τuτvv−1 ty)∂.

Proof. Expanding the left-hand side yields

L(v−1)σt(L(x) + L(y)∂)σ−1
t L(uv)

= L(v−1)(L( tx) + L( ty)σt∂σ−1
t )L(uv)

= L(v−1)(L( tx) + t−1L( ty)∂)L(uv) (by (3.2.5))

= L(u tx) + t−1L(v−1 ty)(L(∂(uv)) + L(τuτv)∂) (by (3.2.2))

= L(u tx + t−1[∂(u) + τuv−1∂(v)] ty) + L(t−1τuτvv−1 ty)∂,

the latter being a consequence of (3.2.1). ¤

3.9 Lemma. For x, y, x′, y′ ∈ V satisfying n(x) + ∆(x ∧ y) 6= 0 6= n(x′) + ∆(x′ ∧ y′) and g, g′ ∈
GL(V ), the following statements are equivalent.

(i) K(L(x)+L(y)∂,g) ∼= K(L(x′)+L(y′)∂,g′).

(ii) There are elements u, v ∈ K×, t ∈ Γ satisfying

x′ = u tx + t−1[∂(u) + τuv−1∂(v)] ty,

y′ = t−1τuτvv−1 ty,

g′ = L(u−1)σtgσ−1
t L(uv).

In this case, y is invertible (resp. zero) if and only if y′ is.

Proof. The first part follows immediately from the isomorphism criterion 1.12 combined with 3.1,
(3.2.3) and 3.8. The second part is obvious. ¤

3.10 Lemma. Let (f, g) ∈ G. Then there exists an element (f ′, g′) ∈ G such that K(f,g) ∼= K(f ′,g′)

and f ′ satisfies one of the following mutually exclusive conditions.

a) f ′ = 1.

b) f ′ = L(x) + ∂ for some x ∈ K having n(x) + ∆(x ∧ 1) 6= 0.

c) f ′ = L(x)+L(ε)∂, where K is the algebra of dual numbers and x ∈ K has n(x)+∆(x∧ε) 6= 0.

Proof. (3.2.3), (3.2.4) allow us to write f = L(x)+L(y)∂ where x, y ∈ K satisfy n(x)+∆(x∧y) 6= 0.
Hence, if y = 0, x is invertible and putting v = t = 1, u = x−1 in 3.9 leads to a). If y is invertible,
we put v = t = 1, u = τy−1 in 3.9 and arrive at b). Finally, if y is neither invertible nor zero, K
is the algebra of dual numbers and y = bε for some b ∈ k×, so putting v = t = 1, u = b−11 in 3.9
leads to c). Disjointness of cases a), b), c) follows from the final statement of 3.9. ¤
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3.11 We proceed by discussing the cases a) - c) of 3.10 separately. Starting with a), we will be
concerned with the isomorphism problem for algebras of the form K(1,g), g ∈ GL(V ). Note first
that the specialization v = 1, u = v in 3.8 gives

(1) σt(L(x) + L(y)∂)σ−1
t L(v) =

L(v tx + t−1∂(v) ty) + L(t−1τv ty)∂

for all t ∈ Γ, v ∈ K×, x, y ∈ V . Furthermore, by 3.9 with x = x′ = 1, y = y′ = 0, the algebras
K(1,g) and K(1,g′), g, g′ ∈ GL(V )) are isomorphic if and only if there are elements u, v ∈ K×, t ∈ Γ
satisfying u = 1 and g′ = σtgσ−1

t L(v). Hence we obtain

3.12 Lemma. For all g, g′ ∈ GL(V ), the algebras K(1,g) and K(1,g′) are isomorphic if and only
if there are elements t ∈ Γ, v ∈ K× such that g′ = σtgσ−1

t L(v). ¤

3.13 Lemma. For every g ∈ GL(V ), precisely one of the following holds.

a) K(1,g) ∼= K.

b) K(1,g) ∼= K(1,L(x)+∂), where x ∈ V satisfies n(x) + ∆(x ∧ 1) 6= 0.

c) K(1,g) ∼= K(1,L(x)+L(ε)∂), where K is the algebra of dual numbers and x ∈ K satisfies n(x) +
∆(x ∧ ε) 6= 0.

Proof. We argue as in the proof of 3.10, using (3.11.1) and 3.12 rather than 3.9. First write
g = L(x) + L(y)∂ where x, y ∈ V satisfy n(x) + ∆(x ∧ y) 6= 0 ((3.2.3), (3.2.4)). If y = 0, then x is
invertible, allowing us to put t = 1, v = x−1 in 3.12. By (3.11.1), we arrive at a). If y is invertible,
we put t = 1, v = τy−1 in 3.12 and end up with b). Finally, if y is neither invertible nor zero, K is
the algebra of dual numbers and y = bε for some b ∈ k×, so 3.12 with t = 1, v = b−11 gives c). ¤

3.14 Lemma. If x, x′ ∈ V satisfy n(x)+∆(x∧1) 6= 0 6= n(x′)+∆(x′∧1), the following statements
are equivalent.

(i) K(1,L(x)+∂) ∼= K(1,L(x′)+∂).

(ii) There exists an element t ∈ Γ such that x′ = t tx.

Proof. (i) holds iff there are elements t ∈ Γ, v ∈ K× satisfying

L(x′) + ∂ = σt(L(x) + ∂)σ−1
t L(v) (by 3.12)

= L(v tx + t−1∂(v)) + L(t−1τv)∂ (by (3.11.1)),

which amounts to v = t1 and x′ = t tx. ¤

3.15 Lemma. Suppose K is the algebra of dual numbers and x, x′ ∈ V satisfy n(x) + ∆(x∧ ε) 6=
0 6= n(x′) + ∆(x′ ∧ ε). Then the following statements are equivalent.

(i) K(1,L(x)+L(ε)∂) ∼= K(1,L(x′)+L(ε)∂).
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(ii) There are elements t ∈ k×, β ∈ k such that

x′ = (1 + βε) tx + βε.

Proof. Arguing as in the proof of 3.14, we see that (i) holds iff there are elements t ∈ Γ, v ∈ K×

satisfying
x′ = v tx + ∂(v)ε, ε = τvε.

Writing v = α1 + βε with α, β ∈ k, the second one of these equations amounts to α = 1. Hence
the assertion follows. ¤

3.16 Lemma. Suppose x, x′ ∈ V satisfy n(x) + ∆(x ∧ 1) 6= 0 6= n(x′) + ∆(x′ ∧ 1) and let g, g′ ∈
GL(V ). Then the following statements are equivalent.

(i) K(L(x)+∂,g) ∼= K(L(x′)+∂,g′).

(ii) There are elements t ∈ Γ, v ∈ K× such that

x′ = tτvv−1 tx− v−1∂(v), g′ = L(τv−1v)σtgσ−1
t L(τv).

Proof. By 3.9, (i) holds iff there are elements u, v ∈ K×, t ∈ Γ satisfying

(1) x′ = u tx + t−1[∂(u) + τuv−1∂(v)],

(2) 1 = t−1τuτvv−1,

(3) g′ = L(u−1)σtgσ−1
t L(uv).

Here (2) amounts to

(4) u = tτvv−1.

Since

(5) ∂(τv) = −∂(v) (by (1.8.1)),

we conclude that (1) and (2) are equivalent to (4) and

x′ = tτvv−1 tx + ∂(τvv−1) + τv−1∂(v)

= tτvv−1 tx− ∂(v)v−1 + v∂(v−1)

+τv−1∂(v) (by (3.2.1), (5))

= tτvv−1 tx− v−1∂(v) + n(v)−1v∂(τv)

+ n(v−1)v∂(v) (by (1.8.2))

= tτvv−1 tx− v−1∂(v) (by (5)).

Substituting (4) into (3) completes the proof. ¤
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3.17 Lemma. Let K/k be an inseparable quadratic field extension of characteristic two and x ∈
K. Then the following statements are equivalent.

(i) x ∈ im ∂ log.

(ii) ∂(x) = x2.

(iii) If x ∈ K× then x = (∂ log)(x).

Proof. The implications (ii) ⇒ (iii) ⇒ (i) are obvious. In order to establish (i) ⇒ (ii), suppose
x = (∂ log)(v) for some v ∈ K×. Then

∂(x) = ∂(v−1∂(v)) = ∂(v−1)∂(v) + v−1∂2(v)

= −v−2∂(v)2 (since ∂2 = 0)

= (v−1∂(v))2 = x2. ¤

3.18 We are now prepared to prove 3.6 and first note that the classes a), b), c) are disjoint by
the final statement of 3.9 combined with (1.2.2). Next let A ∈ Alg(V ) be regular with unital heart
K. Then A ∼= K(f,g) for some f, g ∈ GL(V ), and by 3.10 it suffices to consider the following cases.

Case 1. f = 1.
By 3.13, A satisfies either a) or b) of 3.6, and x in case b) is unique since Γ = {1} (3.14).

Case 2. f = L(x) + ∂, x ∈ V, n(x) + ∆(x ∧ 1) 6= 0.
Then A satisfies 3.6 c) whence it suffices to establish the final statement of the theorem. To this end,
suppose x, x′ ∈ V satisfy n(x)+∆(x∧1) 6= 0 6= n(x′)+∆(x′∧1). By 3.16, K(L(x)+∂,g) ∼= K(L(x′)+∂,g′)

iff there exists an element v ∈ K× satisfying

(1) x′ = x + (∂ log)(v), g′ = gL(v).

For x′ = x, this is equivalent to v = a1 and g′ = ag for some a ∈ k×. For x′ 6= x, (1) combines with
3.17 to yield x − x′ = (∂ log)(x − x′), hence v = a(x − x′) and g′ = agL(x − x′) for some a ∈ k×.
This completes the proof of the Classification Theorem 3.6.

For the rest of this section we therefore assume that K is the algebra of dual numbers, forcing µ = 0
and Γ = k× in 3.1.

3.19 Lemma. Suppose x, x′ ∈ V satisfy n(x) + ∆(x ∧ ε) 6= 0 6= n(x′) + ∆(x′ ∧ ε) and let g, g′ ∈
GL(V ). Then the following statements are equivalent.

(i) K(L(x)+L(ε)∂,g) ∼= K(L(x′)+L(ε)∂,g′).

(ii) There are elements t ∈ k×, u, v ∈ K× such that

x′ = u tx + [∂(u) + τuv−1∂(v)]ε,

ε = τuτvv−1ε,

g′ = L(u−1)σtgσ−1
t L(uv).

In this case , x is invertible if and only if x′ is.

Proof. The first part is simply a restatement of 3.9 with y = y′ = ε. The second part is clear. ¤
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3.20 We record a few explicit formulae whose routine verification is left to the reader. Let
a, b, α, β, δ ∈ k, γ, t ∈ k× and put

x = a1 + bε, u = α1 + βε, v = γ1 + δε.

Then

(1) tτvv−1 tx− v−1∂(v) = (ta− γ−1δ)1 + (t2(b− a2) + (ta− γ−1δ)2)ε,

(2) τuτvv−1 = α1− (β + 2αγ−1δ)ε,

(3) ∂(u) + τuv−1∂(v) = (β + αγ−1δ)1− γ−2δ(αδ + βγ)ε,

(4) τuτvv−1ε = αε,

(5) u tx + [∂(u) + τuv−1∂(v)]ε = αa1 + (β(a + 1) + α(tb + γ−1δ))ε.

3.21 Lemma. For a, a′ ∈ k−{0,−1} and g, g′ ∈ GL(V ), the following statements are equivalent.

(i) K(a1+L(ε)∂,g) ∼= K(a′1+L(ε)∂,g′).

(ii) a = a′, and there are β ∈ k, γ, t ∈ k× such that

g′ = L(u−1)σtgσ−1
t L(uv)

where
u = 1 + βε, v = γ(1− β(a + 1))ε.

Proof. We put x = a1, x′ = a′1. Then (i) holds iff there are elements t ∈ k×, u, v ∈ K× satisfying
the conditions of 3.19 (ii). By (3.20.4), (3.20.5) these conditions are fulfilled iff u = 1 + βε, v =
γ1 + δε (β, δ ∈ k, γ ∈ k×), a = a′, β(a + 1) + γ−1δ = 0 and g′ is as indicated. The assertion follows.
¤

3.22 Lemma. Let a ∈ k − {0,−1} and suppose x, y, x′, y′ ∈ V satisfy n(x) + ∆(x ∧ y) 6= 0 6=
n(x′) + ∆(x′ ∧ y′). Then the following statements are equivalent.

(i) K(a1+L(ε)∂,L(x)+L(y)∂) ∼= K(a1+L(ε)∂,L(x′)+L(y′)∂).

(ii) There are β ∈ k, γ, t ∈ k× such that

(1) u = 1 + βε, v = γ(1− β(a + 1)ε)

satisfy

(2) x′ = v tx + t−1[∂(v) + τvu−1∂(u)] ty,

(3) y′ = t−1τvτuu−1 ty.

In this case, y is invertible (resp. 0) if and only if y′ is.

Proof. By 3.21, (i) holds iff there are β ∈ k, γ, t ∈ k× such that u, v as indicated satisfy

L(x′) + L(y′)∂ = L(u−1)σt(L(x) + L(y)∂)σ−1
t L(uv).

By 3.8 with u, v interchanged, this is equivalent to the relations for x′, y′ stated in (ii). The rest is
obvious. ¤
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3.23 Given α, β ∈ k, γ, t ∈ k× and setting

u = 1 + βε, v = γ(1− β(a + 1)ε)

as in 3.22, it is straightforward to check, using (3.20.2), (3.20.3) with u, v interchanged, that

(1) τvτuu−1 = γ(1 + β(a− 1)ε),

(2) ∂(v) + τvu−1∂(u) = −βγa(1 + βε).

3.24 We have finally reached the point where we are able to tackle the Classification Theorem 3.4.
Let A be a twodimensional regular algebra with unital heart K, so A ∼= K(f,g) for some (f, g) ∈ G.
By 3.10, we may assume that f belongs to one of the following mutually exclusive cases.

Case 1. f = 1.
Then we will show that A is isomorphic to one of the algebras in 3.4 a) - d). To begin with, 3.13
up to isomorphism leaves us with the following disjoint subcases.

Case 1.1. A ∼= K.
Then we are in the situation of 3.4 a).

Case 1.2. g = L(x) + ∂ where x ∈ V satisfies n(x) + ∆(x ∧ 1) 6= 0.
Writing x = a1+bε with a, b ∈ k, we therefore have a2 6= b. Also, by 3.14, we are allowed to replace
x by

(1) t tx = t(a1 + tbε) = ta1 + t2bε

for any t ∈ k×. Then either a = 0, which yields case 3.4 b) and, thanks to (1), makes b indeed
unique mod k×2, or a 6= 0, and (1) allows us to assume a = 1, bringing us to case 3.4 c) and showing
that b ∈ k − {1} is unique.

Case 1.3. g = L(x) + L(ε)∂ where x ∈ V satisfies n(x) + ∆(x ∧ ε) 6= 0.
For x = a1 + bε, a, b ∈ k, this means a2 + a 6= 0, i.e., a 6= 0,−1. Here 3.15 allows us to replace x by

(1 + βε) tx + βε = a1 + (tb + β(a + 1))ε

for any β ∈ k, t ∈ k×. For t = 1, β = −b(a + 1)−1, this brings us to case 3.4 d), where a is unique.

Case 2. f = L(x) + ∂ where x ∈ V satisfies n(x) + ∆(x ∧ 1) 6= 0.
This means x = a1 + bε where a, b ∈ k satisfy a2 6= b. We will show that A belongs to case 3.4 e).
Consulting 3.16 and (3.20.1), we may replace x by

(2) (ta− γ−1δ)1 + (t2(b− a2) + (ta− γ−1δ)2)1

for any t, γ ∈ k×, δ ∈ k. By a proper choice of these parameters, we may assume a = 0, so we
are in case 3.4 e). Furthermore, given b, b′ ∈ k× and g, g′ ∈ GL(V ), the algebras K(L(bε)+∂,g) and
K(L(b′ε)+∂,g′) are isomorphic by 3.16, (3.20.1) and (2) combined iff there are t, γ ∈ k× satisfying
b′ = t2b and g′ = γσtgσ−1

t . This settles the final statement of 3.4 as well.

Case 3. f = L(x) + L(ε)∂ where x ∈ V satisfies n(x) + ∆(x ∧ ε) 6= 0.
For x = a1 + bε, a, b ∈ k, this means a 6= 0,−1. We will show that A belongs to one of the case 3.4
f) - l). Combining 3.19 with (3.20.4), (3.20.5) we are allowed to replace x by

a1 + (β(a + 1) + tb + γ−1δ)ε
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for any β, δ ∈ k, t, γ ∈ k×. Hence we may assume b = 0, which yields

(3) f = a1 + L(ε)∂, a ∈ k − {0,−1}.
Morever, a is uniqely determined by A (3.21). We now use (3.2.3), (3.2.4) to decompose g as

(4) g = L(x) + L(y)∂,

where x, y ∈ V satisfy n(x) + ∆(x ∧ y) 6= 0. We write x = ξ11 + ξ2ε (ξ1, ξ2 ∈ k) and consider an
additional element x′ = ξ′11 + ξ′2ε ∈ V (ξ′1, ξ

′
2 ∈ k). Then we proceed by discussing the subcases

y ∈ K×, 0 6= y ∈ K −K× and y = 0 separately, which are disjoint by 3.22.

Case 3.1. y ∈ K×.
Since we are allowed to multiply g by nonzero scalars (1.14), there is no harm in assuming

(5) y = 1 + sε, s ∈ k.

Given β ∈ k, γ, t ∈ k×, we apply 3.22 to replace y by

y′ = t−1τvτuu−1 ty

= t−1γ(1 + β(a− 1)ε)(1 + tsε) (by (3.23.1))

= t−1γ(1 + (ts + β(a− 1))ε),

so y′ has the form

(6) y′ = 1 + s′ε, s′ ∈ k,

if and only if

(7) γ = t, s′ = ts + β(a− 1).

Case 3.1.1. a 6= 1.
Setting γ = t = 1, β = −(a− 1)−1s, we conclude y′ = 1 from (6), (7), allowing us to assume y = 1.
This implies ξ2

1 − ξ2 6= 0. Now suppose x′ satisfies ξ′21 − ξ′2 6= 0 as well and put g′ = L(x′) + ∂.
Then A ∼= K(f,g) ∼= K(f,g′) iff there are β ∈ k, γ, t ∈ k× such that u, v as in (3.22.1) satisfy (3.22.2),
(3.22.3). The latter is equivalent to (7) with s = s′ = 0, forcing β = 0, u = 1, v = t1. Hence
K(f,g) ∼= K(f,g′) iff, for some t ∈ k×,

(8) ξ′11 + ξ′2ε = t tx = tξ11 + t2ξ2ε.

We are therefore left with the following sub-subcases, which are evidently disjoint.

Case 3.1.1.1. ξ1 = 0.
Then A is as in 3.4 f) and, by (8), ξ2 ∈ k× is unique mod k×2.

Case 3.1.1.2. ξ1 6= 0.
By (8), we may assume ξ1 = 1, so A is as in 3.4 g). Conversely, ξ1 = ξ′1 = 1 in (8) implies t = 1,
ξ2 = ξ′2, forcing b as in 3.4 g) to be unique.

Case 3.1.2. a = 1.
Then char k 6= 2 by (3), and (7) reduces to

(9) γ = t, s′ = ts.
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Again we are left with two disjoint sub-subcases.

Case 3.1.2.1. s = 0.
Then y = 1 = y′ and (9) reduces to γ = t. As before, we have ξ2

1 6= ξ2. Assuming ξ′21 6= ξ′2 as well,
and setting g′ = L(x′) + ∂, we have K(f,g) ∼= K(f,g′) iff there are β ∈ k, γ, t ∈ k× such that u, v as
in (3.22.1) satisfy γ = t and

ξ′11 + ξ′2ε = x′

= v tx + t−1[∂(v) + τvu−1∂(u)] (by (3.22.2))

= t(1− 2βε)(ξ1 + tξ2ε)− β(1 + βε) (by (3.23.2)),

i.e.,

(10) ξ′1 = tξ1 − β, ξ′2 = t(tξ2 − 2βξ1)− β2.

We may therefore assume ξ1 = 0, so A is as in 3.4 h). Conversely, if ξ1 = ξ′1 = 0, (10) reduces to
β = 0, ξ′2 = t2ξ2. Hence b as in 3.4 h) is unique mod k×2.

Case 3.1.2.2. s 6= 0.
Then (9) allows us to assume s = 1, forcing y = 1+ε and ξ1(1+ξ1) 6= ξ2. Assuming ξ′1(1+ξ′1) 6= ξ′2 as
well, and setting g′ = L(x′)+L(1+ ε)∂, we have K(f,g) ∼= K(f,g′) iff there are β ∈ k, γ, t ∈ k× such
that u, v as in (3.22.1) satisfy (3.22.2), (3.22.3). The latter being equivalent to (9) with s = s′ = 1,
this amounts to γ = t = 1 and

ξ′11 + ξ′2ε = x′

= v tx + t−1[∂(v) + τvu−1∂(u)] ty

= (1− 2βε)(ξ11 + ξ2ε)− β(1 + βε)(1 + ε) (by (3.23.2)),

i.e.,

(11) ξ′1 = ξ1 − β, ξ′2 = ξ2 − β(2ξ1 + β + 1)

Hence we may assume ξ1 = 0, forcing A to be as in 3.4 i). Conversely, if ξ1 = ξ′1 = 0, (11) reduces
to β = 0, ξ′2 = ξ2, and b as in 3.4 i) is unique.

Case 3.2. 0 6= y ∈ K −K×.
By 1.14 we may assume y = ε, which implies ξ1 6= 0,−1. Assuming ξ′1 6= 0,−1 as well, and setting
g′ = L(x′) + L(ε)∂, we have K(f,g) ∼= K(f,g′) iff there are β ∈ k, γ, t ∈ k× such that u, v as in
(3.22.1) satisfy (3.22.2), (3.22.3). The latter amounts to ε = τvτuu−1ε = γε (by 3.23.1)), i.e., to
γ = 1. Then the former reads

ξ′11 + ξ′2ε = (1− β(a + 1)ε)(ξ11 + tξ2ε)

−βa(1 + βε)ε (by (3.23.2))

and hence is equivalent to

(12) ξ′1 = ξ1, ξ′2 = tξ2 − β((1 + a)ξ1 + a).
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Therefore ξ1 is an invariant of the algebra A, and we may distinguish the following disjoint sub-
subcases.

Case 3.2.1. ξ1 = −(1 + a)−1a.
Then the second part of (12) reduces to ξ′2 = tξ2, so we may assume either ξ2 = 0 or ξ2 = 1, forcing
A to be either as in 3.4 j) or 3.4 k) , respectively. Uniqueness is clear in both cases.

Case 3.2.2. ξ1 6= −(1 + a)−1a.
By (12), we are then allowed to assume ξ2 = 0, whence A satisfies 3.4 j).

Case 3.3. y = 0.
Then ξ1 6= 0, so we may assume ξ1 = 1 by 1.14. Futhermore, for any β ∈ k, γ, t ∈ k× and u, v as
in (3.22.1), x may be preplaced by

v tx = γ(1− β(a + 1)ε)(1 + tξ2ε)

= γ1 + γ(tξ2 − β(a + 1))ε

Hence we may assume ξ2 = 0 and therefore end up with A as in 3.4 l).

It remains to show that the cases a) - l) of 3.4 are mutually disjoint. This follows immediately from
the fact that this is so for all the cases, subcases etc. in the preceding proof. ¤

4. Singular algebras

4.0 In this section we turn to the classification problem for singular algebras in dimension two.
Our first aim will be to describe the key examples. We will then proceed to derive a tight enumer-
ation theorem before the complete classification can be carried out.

4.1 Some notation. Let U be any vector space over k. We write U∗ = Homk(U, k) for its dual
space and denote by

U∗ × U −→ k, (u∗, u) 7−→ < u∗, u >,

the canonical pairing. Recall that U ⊗ U∗ identifies inside Endk(U) via the formula

(1) (u⊗ u∗)(v) = < u∗, v > u

for u, v ∈ U, u∗ ∈ U∗. In fact, we have U ⊗ U∗ = Endk(U) under this identification if and only if
U is finite-dimensional. Furthermore, the decomposable tensors u ⊗ u∗, u ∈ U, u∗ ∈ U∗ furnish
precisely the elements of rank at most one in Endk(U).

4.2 The key examples. Let β : V × V −→ k be a bilinear form and u ∈ V. Then we define an
algebra A(u, β) ∈ Alg(V ) by the multiplication rule

(1) xA(u, β)y = β(x, y)u (x, y ∈ V ).

Clearly, A(u, β) is bisingular in the sense that it is both left and right singular.
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On the other hand, suppose we are given elements u∗ ∈ V ∗ and f ∈ Endk(V ). Then we define an
algebra A(u∗, f) ∈ Alg(V ) by

(2) xA(u∗, f)y = < u∗, y > f(x) (x, y ∈ V ).

Clearly, A(u∗, f) is left singular. Moreover, A is strictly left singular, i.e., left singular but not
bisingular, if and only if u∗ 6= 0 and f ∈ GL(V ). In fact, if f = v ⊗ v∗ (v ∈ V, v∗ ∈ V ) is a
decomposable tensor in the sense of 4.1, we may combine (1), (2) with (4.1.1) to conclude

(3) A(u∗, v ⊗ v∗) = A(v, βv∗,u∗)

for v ∈ V, u∗, v∗ ∈ V, where βv∗,u∗ : V × V −→ k is the bilinear form given by

βv∗,u∗(x, y) = < v∗, x >< u∗, y > (x, y ∈ V ).

Notice that A(u∗, f)op, for 0 6= u∗ ∈ V ∗, f ∈ GL(V ), is strictly right singular in the sense that it is
right singular but not bisingular. Before we can proceed to the enumeration theorem, we require
the following auxiliary result.

4.3 Lemma. Notations being as in 4.1, let U be a vector space over k and W ⊂ Endk(U) a
subspace whose elements have rank at most one. Then W ⊂ u⊗U∗ for some u ∈ U or W ⊂ U ⊗u∗

for some u∗ ∈ U∗.

Proof. We may assume W 6= (0) and pick a nonzero element f ∈ W, which can be written as
f = u⊗ u∗, 0 6= u ∈ U, 0 6= u∗ ∈ U∗. Representing any g ∈ W in the same way as g = v ⊗ v∗, v ∈
U, v∗ ∈ U∗, we claim that u, v or u∗, v∗ are linearly dependent. To prove this, suppose u∗, v∗ are
linearly independent. Then there exists an element x ∈ U satisfying < u∗, x >= 1, < v∗, x >= 0,
which implies

(f + g)(x) =< u∗, x > u + < v∗, x >v = u.

Hence u ∈ im (f + g), and by a similar argument v ∈ im (f + g) as well. But f + g ∈ W has
rank at monst one, forcing u, v to be linearly dependent and establishing our intermediate claim.
Accordingly, we have g ∈ u⊗U∗ or g ∈ U ⊗u∗. Hence W belongs to the union of these two spaces,
which cannot be unless it is contained in one of them. ¤

4.4 Tight Enumeration Theorem for Singular Algebras in Dimension Two. A two-
dimensional algebra A over k is singular if and only if it satisfies one of the following mutually
exclusive conditions.

a) A is the two-dimensional zero algebra.

b) There exist a nonzero element u ∈ V and a nonzero bilinear form β : V × V → k such that
A ∼= A(u, β); in this case, A is bisingular.

c) There exist a nonzero element u∗ ∈ V ∗ and an element f ∈ GL(V ) such that A ∼= A(u∗, f);
in this case, A is strictly left singular.

d) There exist elements u∗, f as in c) such that A ∼= A(u∗, f)op; in this case, A is strictly right
singular.
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Proof. The final statements in b), c), d) follow immediately from 4.2. Hence all four types yield
singular algebras and are mutually exclusive. Conversely, suppose A ∈ Alg(V ) is singular with
nontrivial multiplication. We must show that A satisfies one of the conditions b), c), d). By passing
to Aop if necessary, we may assume that A is left singular (1.4). Then W = LA(V ) ⊂ Endk(V ),
the space of left multiplications by elements of V relative to A, satisfies the hypotheses of 4.3, so
we are left with the following two cases.

Case 1. W ⊂ u⊗ V ∗ for some u ∈ V.
Then u 6= 0, and there is a linear map ϕ : V → V ∗ such that

(1) LA(x) = u⊗ ϕ(x) (x ∈ V ).

Denote by β : V × V → k the bilinear form corresponding to ϕ, so

(2) β(x, y) = < ϕ(x), y > (x, y ∈ V ).

For all x, y ∈ V, we now conclude

xAy = LA(x)y = (u⊗ ϕ(x))(y) (by (1))

= < ϕ(x), y > u (by (4.1.1))

= β(x, y)u (by (2)).

Hence A = A(u, β) satisfies condition c) since β = 0 would force A to be the two-dimensional zero
algebra, which we have ruled out.

Case 2. W ⊂ V ⊗ u∗ for some u∗ ∈ V ∗.
Then u∗ 6= 0, and there is a linear map f : V −→ V such that

(3) LA(x) = f(x)⊗ u∗ (x ∈ V )

We therefore obtain, for all x, y ∈ V :

xAy = LA(x)y = (f(x)⊗ u∗)(y) (by (3))

= < u∗, y >f(x) (by (4.1.1))

Hence A = A(u∗, f), and if f is not invertible, A satisfies condition b) by (4.2.3). On the other
hand, for f ∈ GL(V ), A satisfies condition c). This completes the proof. ¤

4.5 We will now consider bisingular algebras more closely. To this end, let us write Bif(V ) for
the space of bilinear forms on V. For β ∈ Bif(V ), we call

Radl β = {x ∈ V | β(x, V ) = (0)},
Radr β = {x ∈ V | β(V, x) = (0)}

the left, right radical, respectively, of β, so

Rad β = (Radl β) ∩ (Radr β)

is its two-sided radical.
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4.6 Proposition. Suppose u, v ∈ V and β, γ ∈ Bif(V ) are all nonzero. Then for any ϕ the
following statements are equivalent.

(i) ϕ : A(u, β) −̃→ A(v, γ) is an isomorphism.

(ii) ϕ ∈ GL(V ), and there exists an element a ∈ k× such that

ϕ(u) = av, γ ◦ (ϕ× ϕ) = aβ.

Proof. (i) is equivalent to ϕ ∈ GL(V ) and

β(x, y)ϕ(u) = γ(ϕ(x), ϕ(y))v

for all x, y ∈ V. The assertion follows from this at once. ¤

4.7 Corollary. Suppose u ∈ V and β, γ ∈ Bif(V ) are all nonzero. Then the following statements
are equivalent.

(i) A(u, β) ∼= A(u, γ).

(ii) There are elements ϕ ∈ GL(V ), a ∈ k× satisfying ϕ(u) = u and γ ◦ (ϕ× ϕ) = aβ.

Proof. If ψ : A(u, β) −̃→ A(u, γ) is an isomorphism, 4.6 yields an element b ∈ k× such ψ(u) = bu
and γ ◦ (ψ × ψ) = bβ. Hence ϕ = b−1ψ, a = b−1 satisfy (ii). Reading this argument backwards
completes the proof. ¤

4.8 Corollary. Suppose u ∈ V and β ∈ Bif(V ) are both nonzero. Then A(u, β) ∼= A(u, aβ) for all
a ∈ k×.

Proof. Setting γ = aβ, 4.7 (ii) is fulfilled with ϕ = 1. ¤

4.9 In order to classify bisingular algebras, we fix once and for all a basis (e1, e2) of V and identify
V = k2, Endk(V ) = Mat2(k) and Bif(V ) = Mat2(k) accordingly; the latter identification matches
S ∈ Mat2(k) with βS ∈ Bif(V ) given by

βS(x, y) = txSy (x, y ∈ V = k2).

This clearly implies
βS ◦ (P × P ) = β t

PSP

for all S, P ∈ Mat2(k). Hence 4.7 may be rephrased as follows.

4.10 Proposition. For all nonzero elements S, T ∈ Mat2(k), we have

A(e1, βS) ∼= A(e1, βT )

if and only if there are elements w ∈ k2 and a ∈ k× satisfying

P = (e1, w) ∈ GL2(k), tPTP = aS.

¤

28



4.11 Classification Theorem for Bisingular Algebras of Dimension Two. Notations being
as in 4.9, an algebra with nontrivial multiplication is bisingular of dimension 2 if and only if it
is isomorphic to A(e1, βS) where S ∈ Mat2(k) satisfies one of the following mutually exclusive
conditions.

a) S =
(

0 0
0 1

)
.

b) S =
(

0 0
1 0

)
.

c) S =
(

0 1
−1 1

)
.

d) S =
(

0 1
a 0

)
where a ∈ k is unique.

e) S =
(

1 0
0 b

)
where b ∈ k is unique mod k×2.

f) S =
(

1 0
1 b

)
where b ∈ k is unique.

Remark. The algebra of type 4.11 a) is commutative associative and, in fact, appears already in
Peirce [16, p.122] under the label (c2). The algebra of type 4.11 d) with a = −1 is the unique
nonabelian Lie algebra of dimension two, cf. Jacobson [9, p. 10]. Finally, uniqueness of the
parameters in d), e), f) is to be understood in the sense of the remark following 3.4.

Proof. All algebras listed in a) - f) above are bisingular with nontrivial multiplication. Conversely,
let A ∈ Alg(V ) be so. Then there are nonzero elements u ∈ V, β ∈ Bif(V ) satisfying A = A(u, β)
(4.2, 4.4). We now distinguish the following cases.

Case 1. u ∈ Rad β.
Extending u to a basis (u, v) of V , we conclude β(u, u) = β(u, v) = β(v, u) = 0, a = β(v, v) ∈ k×,
so 4.8 allows us to assume a = 1, forcing A to be as in 4.11 a).

Case 2. u ∈ (Radl β)− (Rad β).
Here u can be extended to a basis (u,w) of V satisfying β(u, u) = β(u,w) = 0, β(w, u) = 1. Setting

v := −β(w, w)u + w,

we still have a basis (u, v) of V satisfying β(u, u) = β(u, v) = 0, β(v, u) = 1. In addition we obtain
β(v, v) = 0, forcing A to be as in 4.11 b).

Case 3. u ∈ (Radr β)− (Rad β).
Then the algebra Aop, which satisfies the conditions of Case 2, is as in 4.11 b), forcing A to be as
in 4.11 d) with a = 0.

Case 4. u 6∈ (Radl β) ∪ (Radr β).

Case 4.1. β(u, u) = 0.
Then the linear forms β(u, ·), β(·, u) both have kernel ku and hence are linearly dependent:
β(·, u) = aβ(u, ·) for some a ∈ k×. Hence u extends to a basis (u,w) of V satisfying β(u,w) = 1,
β(w, u) = a. Replacing w by v = bu + cw (b, c ∈ k), we have β(u, v) = 1 and β(v, u) = a iff c = 1,
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and in this case a short computation gives

(1) β(v, v) = (a + 1)b + β(w, w).

Case 4.1.1. a = −1.
We put d = β(w,w).

Case 4.1.1.1. d = 0.
Then A is as in 4.11 d) with a = −1.

Case 4.1.1.2. d 6= 0.

Then A ∼= A(e1, βS), S =
(

0 1
−1 d

)
, and the computation

t( 1 0
0 d−1

)(
0 1
−1 d

)(
1 0
0 d−1

)
=

(
1 0
0 d−1

)(
0 d−1

−1 1

)

=
(

0 d−1

−d−1 d−1

)
,

combined with 4.10, shows that A is as in 4.11 c).

Case 4.1.2. a 6= −1.
Then the appropriate choice of b in (1) implies β(v, v) = 0, forcing A to be as in 4.11 d).

Case 4.2. β(u, u) 6= 0.
By 4.8, we may assume β(u, u) = 1.

Case 4.2.1. β(u, ·), β(·, u) are linearly dependent.
Then evaluation at u yields β(u, ·) = β(·, u), and the kernel of this linear form is spanned by some
v ∈ V, forcing (u, v) to be a basis of V and A to be as in 4.11 e).

Case 4.2.2. β(u, ·), β(·, u) are linearly independent.
Then there exists a vector v ∈ V such that β(u, v) = 0, β(v, u) = 1, forcing A to be as in 4.11 f).

It remains to show that conditions a) - f) of 4.11 are mutually exclusive and that the parameters
appearing in d), e), f) are unique as indicated. By 4.7, the property of e1 to belong to the left,
right, two-sided radical, respectively, of βS (S ∈ Mat2(k)) only depends on the isomorphism class of
A(e1, βS). The same holds true for βS(e1, e1) to be nonzero and the linear forms βS(e1, ·), βS(·, e1)
to be linearly dependent. This proves mutual exclusiveness except possibly for cases c), d). Given
a ∈ k, c ∈ k, d ∈ k×, the relation

t( 1 c
0 d

)(
0 1
a 0

)(
1 c
0 d

)
=

(
1 0
c d

)(
0 d
a ac

)

=
(

0 d
da cd(a + 1)

)

not only settles this remaining case (4.10) but also shows that a in d) is unique. Similarly, given
b ∈ k, the relations

t( 1 c
0 d

)(
1 0
0 b

)(
1 c
0 d

)
=

(
1 0
c d

)(
1 c
0 bd

)
=

(
1 c
c c2 + d2b

)
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t( 1 c
0 d

)(
1 0
1 b

)(
1 c
0 d

)
=

(
1 0
c d

)(
1 c
1 c + db

)

=
(

1 c
c + d c2 + cd + d2b

)

show that the parameters b in e), f) are unique as indicated. ¤

4.12 We finally turn to strictly left singular algebras as in 4.4 c). As in the bisingular case, our
starting point will be an elementary isomorphism criterion, similar to 4.6. For ϕ ∈ Endk(V ) we
denote by ϕ∗ ∈ Endk(V ∗) its dual endomorphism.

4.13 Proposition. Suppose u∗, v∗ ∈ V ∗ are nonzero and f, g ∈ GL(V ). Then for any ϕ the
following statements are equivalent.

(i) ϕ : A(u∗, f) −̃→ A(v∗, g) is an isomorphism.

(ii) ϕ ∈ GL(V ), and there exists an element a ∈ k× such that

ϕfϕ−1 = ag, ϕ∗(v∗) = au∗.

Proof. (i) is equivalent to ϕ ∈ GL(V ) and

< u∗, y > ϕ(f(x)) = < v∗, ϕ(y) > g(ϕ(x))

= < ϕ∗(v∗), y > g(ϕ(x))

for all x, y ∈ V. The assertion follows from this at once. ¤

4.14 Corollary. Suppose u∗ ∈ V ∗ is nonzero and f, g ∈ GL(V ). Then the following statements
are equivalent.

(i) A(u∗, f) ∼= A(u∗, g).

(ii) There are elements ϕ ∈ GL(V ), a ∈ k× satisfying ϕfϕ−1 = ag and ϕ∗(u∗) = u∗.

Proof. If ψ : A(u∗, f) −̃→ A(u∗, g) is an isomorphism, 4.13 yields an element a ∈ k× such that
ψfψ−1 = ag, ψ∗(u∗) = au∗. Hence ϕ = a−1ψ and a satisfy (ii). Reading this argument backwards
completes the proof. ¤

4.15 Corollary. Let u∗ ∈ V ∗ be nonzero and f ∈ GL(V ). Then A(u∗, f) ∼= A(u∗, af) for all
a ∈ k×.

Proof. Setting g = af, 4.14 (ii) is fulfilled with ϕ = 1 and a−1 in place of a. ¤
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4.16 Classification Theorem for Strictly Left Singular Algebras of Dimension Two.
Fixing once and for all a nonzero element u∗ ∈ V ∗, a two-dimensional k-algebra is strictly left
singular if and only if it is isomorphic to A(u∗, f) for some f ∈ GL(V ). Furthermore, given
f, g ∈ GL(V ), the following statements are equivalent.

(i) A(u∗, f) ∼= A(u∗, g).

(ii) There exists an element a ∈ k× satisfying the following conditions: f and ag have the
same characteristic polynomial as well as the same minimum polynomial and, for all b ∈
k, g∗(u∗) = bu∗ if and only if f∗(u∗) = abu∗.

Proof. The first part follows from 4.4 and 4.13. It therefore suffices to prove the equivalence of (i)
and (ii).
(i)⇒ (ii). By 4.14 we find elements ϕ ∈ GL(V ) and a ∈ k× satisfying ϕfϕ−1 = ag and ϕ∗(u∗) = u∗.
Hence f and ag have the same characteristic and minimum polynomials; in addition, f∗ϕ∗ = aϕ∗g∗,
so for all b ∈ k the relation g∗(u∗) = bu∗ implies f∗(u∗) = abu∗ and conversely.
(ii) ⇒ (i). By 4.15 we may assume a = 1. Then we distinguish the following cases.

Case 1. u∗ and g∗(u∗) are linearly independent.
Let ϕ ∈ Endk(V ) be given by ϕ∗(u∗) = u∗, ϕ∗(g∗(u∗)) = f∗(u∗). Since u∗ and f∗(u∗) are linearly
independent as well by hypothesis, we actually have ϕ ∈ GL(V ). In order to show ϕ∗g∗ = f∗ϕ∗, it
suffices to prove that both sides agree on the basis u∗, g∗(u∗) of V ∗. This is obvious for u∗ whereas
for g∗(u∗), using the fact that f∗, g∗ have the same characteristic polynomial, one may argue as
follows:

ϕ∗g∗(g∗(u∗)) = ϕ∗g∗2(u∗)

= ϕ∗((trace g∗)g∗(u∗)− (det g∗)u∗)

= (trace f∗)f∗(u∗)− (det f∗)u∗

= f∗2(u∗) = f∗ϕ∗(g∗(u∗)).

Thus ϕ∗g∗ = f∗ϕ∗, which implies ϕfϕ−1 = g, hence A(u∗, f) ∼= A(u∗, g) by 4.14.

Case 2. g∗(u∗) = bu∗ for some b ∈ k.
Then (ii) gives

(1) f∗(u∗) = bu∗

as well. Also, since f and g have the same characteristic and minimum polynomials, it is well
known and easily seen that they are conjugate under (inner) automorphisms: There exists an
element ϕ ∈ GL(V ) satisfying ϕfϕ−1 = g. This implies ϕ∗g∗ = f∗ϕ∗, hence

(2) f∗(ϕ∗(u∗)) = bϕ∗(u∗).

If u∗, ϕ∗(u∗) are linearly independent, (1), (2) imply f = b1 = g, and (i) follows. On the other
hand, if u∗, ϕ∗(u∗) are linearly dependent, we conclude ϕ∗(u∗) = cu∗ for some c ∈ k×, so the dual
of ψ = c−1ϕ fixes u∗ while we still have ψfψ−1 = g. Hence (i) follows again (4.14), and the proof
of the theorem is complete. ¤

4.17 Reading 4.16 for Aop instead of A, one arrives at a classification theorem for strictly right
singular algebras of dimension two. Details will be omitted.
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5. Quasi-composition algebras

5.0 In this section, we connect our preceding results with the author’s classification of two-
dimensional quasi-composition algebras [14, Proposition 2]. This will not only lead to sharper
conclusions but also allows base fields of characteristic two. In addition, we will be able to by-pass
a somewhat sticky point in the proof of the original classification result.1

5.1 Quasi-composition algebras revisited. Following [14], a quasi-composition algebra over
k is a k-algebra A such that there exists a quadratic form n : A −→ k satisfying the following
conditions: The symmetric bilinear form induced by n is nondegenerate, and n permits composition,
i.e, n(xy) = n(x)n(y) for all x, y ∈ A. Hence ordinary composition algebras are quasi-composition
algebras containing a unit.

5.2 Proposition.

a) Quasi-composition algebras of finite dimension are regular.

b) The unital heart of a two-dimensional quasi-composition algebra is étale.

c) Let K ∈ Alg(V ) be a two-dimensional étale k-algebra, with norm n, and f, g ∈ GL(V ). For
K(f,g) to be a quasi-composition algebra it is necessary and sufficient that f, g be similarity
transformations of the quadratic space (V, n).

Proof. a) Given a quasi-composition algebra A over k, let n be as in 5.1 and suppose x ∈ A is
anisotropic relative to n. Since n permits composition, LA(x) is a similarity transformation relative
to n, hence bijective. This proves left regularity. Right regularity is established the same way.
b) This is an immediate and well known consequence of Kaplansky’s trick 1.5 in its classical form
[10], phrased in the terminology of the Unital Heart Proposition 1.10.
c) Suppose first that f, g are similarity transformations of (V, n): n ◦ f = an, n ◦ g = bn for
some a, b ∈ k×. Then abn permits composition for the algebra K(f,g), which is therefore a quasi-
composition algebra. Conversely, let this be so. Then Kaplansky’s trick in its classical form
[10] combined with 1.10 shows K(f,g) ∼= K(f ′,g′) where f ′, g′ are orthogonal transformations of
(V, n). By the Isomorphism Criterion 1.12, we find elements u, v ∈ K×, σ ∈ Aut(K) satisfying
f = L(v−1)σf ′σ−1L(uv), g = L(u−1)σg′σ−1L(uv). Hence f, g preserve n up to nonzero scalars,
and we are done. ¤

5.3 Lemma. Let K ∈ Alg(V ) be an étale k-algebra of dimension two and n its norm. For
f ∈ Endk(V ) to be a similarity transformation of (V, n) it is necessary and sufficient that there
exist elements u ∈ K×, σ ∈ Aut(K) satisfying f = L(u)σ.

Proof. The condition is clearly sufficient. Conversely suppose f is a similarity transformation of
(V, n). Then u = f(1) ∈ K×, and L(u−1)f is orthogonal relative to n. It also fixes 1, hence is an
automorphism of K. ¤

5.4 Classification Theorem for Two-dimensional Quasi-Composition Algebras. Let A
be a two-dimensional quasi-composition algebra over k with unital heart K. Then A is isomorphic
to precisely one of the following.

1In the argument following [14, (3’), p. 217] it is tacitly assumed that the automorphism ϕ′ does not depend on
x. A justification of this assumption is possible but awkward.
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a) K.

b) K(τ,1).

c) K(1,τ).

d) K(τ,L(y)τ), y ∈ S(K).

Furthermore, given y, z ∈ S(K), we have

K(τ,L(y)τ) ∼= K(τ,L(z)τ)

if and only if y ≡ z modS(K)3 or y ≡ τz mod S(K)3.

Proof. The unital heart of A being étale (5.2 b)), A fits into the Tight Enumeration Theorem 2.3,
where all types a) - g) must be excluded whose exponents do not consist of similarity transformations
relative to n (5.2 c)). Combining the decomposition (2.2.1) with 5.3, we see that precisely the types
b), c), d) (with y = 0) remain. This proves the first part of the theorem. The second part is simply
a restatement of 2.12 c). ¤
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